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Abstract

All around us we see that people form groups, that these groups are
often indifferent to other groups in the best case, or hostile to other
groups in the worst case, and that many cohesive groups push their
members to signal their belonging to the group by performing actions
that involve some self-sacrifice. In this paper we show that the tendency
of people to form groups of limited size and to show in-group favoritism
can be traced back to a fundamental characteristic of our mentality —
the psychological cost we pay for not reciprocating the kind actions of
others. Moreover, a difficultly in spotting asocial individuals, who are
not subject to this cost, may lead to the emergence of costly signaling of
sociality. Groups that adopt such practices are characterized by a high
level of cooperation among group members, and can coexist alongside
groups with no signaling and a lower level of cooperation. When such
coexistence is sustained by an envy-free equilibrium, the welfare of all
individuals is strictly lower than would have been if signaling was im-
possible. Thus, the cost of signaling is twofold: the individual cost of

producing it, and the social cost of ending up in an inferior equilibrium.
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1 Introduction

In the literature on human group size and on the development of sociality in
Homo Sapiens, one prominent hypothesis suggests that the size of a “natural”
human group is bounded by our cognitive skills - the need to memorize all the
interactions and relationships between all members of the group consumes a
lot of memory space and thus limits the group size. This hypothesis is based
on research of various animals, which showed a positive correlation between
animal group size and the relative size of the neocortex in the animal’s brain,
a correlation that led the researches to hypothesize that the bound is actu-
ally on the number of relationships that an individual animal can successfully
monitor (Sawaguchi and Kudo 1990, Dunbar 1992).! These results were ex-
tended to anatomically modern humans, for whom a maximal group size of
148, commonly known as “Dunbar’s number”, was predicted (Dunbar 1993).2

Although there is some evidence in support of “Dunbar’s number”, larger
groups are also known to exist, even in hunter-gatherer societies (Stewart 1955,
Service 1962, and Birdsell 1970). Moreover, this theory can explain the limit on
the cooperative group size, but cannot explain cooperation itself. We suggest
here an alternative theory. We believe that at least when it comes to modern
human beings, the bound on group size is not due to cognitive limitations, but
rather due to the nature of human social conscientiousness. In particular, most
human beings are endowed with a “psychological cost of cheating”, i.e., they
have disutility from cheating or betraying another person by not reciprocating

the other person’s kind actions.® But one should be careful not to automatically

'For example, an increase in group size from 40 to 50, entails an increase from 780 to
1225 in the number of pairwise interactions to memorize, suggesting that brain complexity
crucially limits group size (Aiello & Dunbar 1992).

2 According to this theory, when groups significantly exceed this size, they can no longer
be egalitarian in their organization but must increasingly develop stratification involving
specialized roles relating to social control (Naroll 1956, Forge 1972).

3Note that cheating here is not lying: one’s actions are what counts, and not the con-
sistency between one’s statements and one’s actions. Lopez-Perez (2012) demonstrates that



assume that this cost rises linearly with the number of betrayed individuals.
In fact, though it is quite reasonable that this cost of cheating increases in the
number of cheated individuals, the most salient difference is probably between
cheating no one and cheating someone. Moreover, the marginal cost is bound
to decrease in the number of cheated individuals. Thus, a plausible assumption
would be that the “psychological cost of cheating” is concave.* Since the gain
from cheating increases more or less linearly in the number of cheated indi-
viduals, one is inclined to be tempted to cheat if the number of cooperators
exceeds a certain threshold.” Thus, belonging to a group of limited size ensures
that the temptation is resistible, and that others can be trusted to cooperate
because their temptation is resistible too.

Note that as opposed to the hypothesis about cognitive limitations as the
source of restriction on group size, our hypothesis does not imply that the
human brain imposes a hard-wired constraint on group size. Therefore, we
do not predict a fixed limit on group size, but rather a flexible bound that is
sensitive to the material returns to cheating. In particular, groups of larger size
can be sustained if they find reliable ways to reduce the material gains from
unilateral defection of a group member.

The assumption that the cost of cheating is increasing in the number of
cheated individuals, yet it does so in a concave manner, generates two distinct
refutable predictions. In natural situations, where the material benefit from
unilateral defection is (more or less linearly) increasing in group size (i.e., more
“suckers” to exploit if one defects from cooperation), we expect the tendency

to cheat on the group to increase with group size. However, if for some reason

indeed lying aversion is not enough to induce cooperation in PD.

4One may think of this concavity as depicting a state where the more social connections
one has, the weaker is one’s empathy to one’s weakest connection, and as a consequence
the psychological cost of breaking the weakest connection decreases with the total number
of connections. However, we will not assume the existence of groups, so there is no reason
to presuppose that some people are inherently closer than others. Moreover, this depiction
seems to suggest that groups are formed because people end up cheating only those who are
detached enough from them, and that the cheated people will be considered the out-group
members. However, we do not assume such discrimination exists, and therefore we show a
different mechanism that leads to group formation, where in fact there is no cheating at all
in equilibrium.

®Unless one assumes that the utility from monetary gains is even more concave than the
cost of cheating.



the material benefit from unilateral defection is constant in group size, the indi-
vidual should be less prone to cheat when the group is larger, because cheating
more people would inflict a higher cost on him, with no increase in benefit.
These two distinct predictions were neatly demonstrated in experiments of the
public good game conducted by Isaac et al (1994) and surveyed in Ledyard
(1995) and Holt & Laury (2008). In these experiments, subjects divide their
allocation of tokens between a private account and a group account. In order to
create an incentive to free-ride, the experimenters set the marginal per capita
return from the group account (MPCR, defined as the ratio of benefits to costs
for moving a single token from the individual to the group account) to be in the
range of (0, 1). Moreover, the design of the experiments was such that the mon-
etary return to unilateral defection was inversely related to the MPCR. Isaac et
al. showed that in treatments in which MPCR was independent of group size
(i.e., the material benefit from unilateral defection was constant across group
sizes), the rates of defection in groups of size 40 and 100 were lower than in
groups of size 4 and 10, in line with our theory (and contrary to most econo-
mists’ expectations to find more free riding in larger groups). On the other
hand, when they compared the rates of defection in groups of different size in
situations where the MPCR was decreasing in group size (i.e., monetary return
to unilateral defection increasing in group size), they found higher defection
rates in the larger groups, again, in line with our prediction.® Although this is
not a validation of our hypothesis, these experiments demonstrate its potential
to explain some prominent group behaviors.

The limit on group size has another important implication. As we show
in the paper, cooperation within groups (of limited size) emerges side by side
with defection between groups. That is, the cost of cheating leads at the same
time to the formation of groups and to the development of in-group bias - an

inclination to cooperate only with members of one’s own group. Otherwise,

6The most striking evidence was probably the comparison of groups of sizes 4 and 10,
where in both kinds of groups a token contributed to the group account was multiplied
by the same multiplier, 3 (corresponding to MPCR'’s of 0.75 and 0.3 respectively). The
experimenters found a significantly higher rate of defection in groups of size 10. This result
was not replicated in a different experiment that compared groups of sizes 40 and 100, but
this experiment with larger size groups was not conducted with monetary incentives, which
may possibly affect the results.



a person would have “too many” cooperative partners, and the temptation
to defect would destroy cooperation both within and between groups. This
is true in particular to social types, i.e., people whose social conscientiousness
makes them subject to the aforementioned psychological cost of cheating. In
our model we do not presuppose any initial difference in their empathy or
commitment towards different individuals, yet we show that in equilibrium
they are all non-cooperative toward out-group members. This result is in line
with the experimental findings of Tajfel (1970), Tajfel et al. (1971), and more
recently Chen and Li (2009) and de Cremer et al (2008), who show that the
effect of in-group bias can be easily triggered by even the most trivial and
arbitrary group categorization.

We distinguish the social types from asocial types, i.e., people who are not
subject to the cost of cheating. When these people are easily spotted, they
cannot form any social connections at all. However, when it is hard to spot the
asocial types, the social types cannot form cooperative groups without having
to lose something. In particular, if one’s type is one’s private information, then
only two distinct kinds of groups can emerge in society. The first kind, which
we call a mixed-type group, contains individuals of both types, where a minority
of asocial types free ride at the expense of the social types. In a sense, in any
modern state where most people pay taxes but some do not, yet everyone enjoys
the social benefits provided by the state, a similar situation prevails. We show
that this kind of group can always be sustained in equilibrium, but the limit on
the group size is stricter than before. So in the absence of enforceable contracts
and central authority, higher proportion of selfish or asocial individuals will be
correlated with smaller social structures (e.g., families instead of tribes).”

Groups of the second kind, which we call cohesive groups, consist only of
social types, and their members fully cooperate with one another. Yet they
need to screen out potential free riders. They do so by enforcing a practice of
costly signaling, which means that members of the group obtain the trust and

cooperation of the other group members only by exhibiting some self-sacrifice.

"Note that the explanation that goes in the other direction, saying that people are aso-
cial because they live in small families and not in big tribes, takes the social structure as
exogenous, while we believe it should be treated as endogenous.



We further show that the two kinds of groups can coexist in equilibrium. How-
ever, if such equilibrium is envy-free, in the sense that no one wishes to be
in the shoes of someone else in society, then the possibility to signal strictly
decreases the expected utility of everyone in society, regardless of their type
and the group they belong to. Thus, beyond the private cost for the individ-
ual who signals, signaling as a phenomenon imposes a public cost on society.
This public cost represents society’s loss of “good guys”, who form their own
exclusive clubs instead of mixing with the other parts of society and lifting the
average willing to cooperate.

One common practice of costly signaling is self-mutilation. Akerlof and
Kranton (2000) list the various facets of this practice: “tattooing, body-piercing
(ear, nose, navel, etc.), hair conking, self-starvation, steroid abuse, plastic
surgery, and male and female circumcision”. In this paper we choose to demon-
strate the costly signaling aspect of three other phenomena, or practices, that
are not often presented as such. The choice of the phenomena, which are dis-
cussed thoroughly towards the end of the paper, is motivated by the ability to
demonstrate through them how the two kinds of groups, the mixed-type and
the cohesive, can coexist, and how signaling inflicts a cost on society as a whole.
The first practice is related to the term “acting white”. This term is mostly
used to describe the pressure that is imposed on Black people who invest in
particular behaviors (especially acquiring higher education) by their social peer
group (Fordham and Ogbu 1986; Austen-Smith and Fryer 2005). We suggest
here to interpret the personal sacrifice of a Black individual who concedes to
the pressure and refrains from these behaviors as a form of costly signaling.
That is, by not acquiring higher education, the individual signals that he can
be trusted not to forsake the Black brotherhood in pursuit of selfish goals at
the expense of others. The second practice we discuss is religious rituals. We
distinguish between mere believers and active participants in religious rituals
(such as Sunday prayers), and show that religious rituals enable the practition-
ers to signal their social value to the community and to screen-out potential
free-riders, but the exclusion of the practitioners from the whole society comes

at a cost for everyone.® The third practice we discuss is social activism. Like in

8Levy and Razin (2012) develop a model where religious organizations play a significant



the case of religious rituals, we distinguish between the supporters of an agenda
and those who actively pursue it, and show that at least to some extent, ac-
tivism serves as a signaling device, which enables the activists to screen-out
potential free-riders and to achieve internal cohesiveness.

The paper relates mostly to four literatures. The first is the literature
on cheating and deception, the second is the literature on the link between
cooperation and group size, the third is the literature on in-group bias, and the
fourth is the literature on costly signaling.

Cheating, deception, lying and dishonesty, have all been recently in the
spotlight of experimental study in behavioral economics (e.g., Gino, Norton &
Ariely 2010, Hurkens & Kartik 2009, Gneezy et al. 2013, and Lundquist et
al. 2009). The assumption of the current paper that the psychological cost of
cheating is concave in nature is related to a concept called the “what the hell
effect”, which is generally used to describe behaviors that, once triggered, burst
into full-fledge expression instead of developing gradually. Gino et al (2010)
documented the “what the hell effect” of cheating in the dimension of time
They found that a person may be unwilling to cheat for a long period of time,
but once he cheats for the first time, he often succumbs to full-blown cheating
afterwards. Another dimension of the “what the hell effect” of cheating, the
dimension of the size of lie, was reported by Gneezy et al (2013), who showed
that when monetary payoffs were positively correlated to the size of lying, most
subjects who decided to cheat a fellow participant chose the maximum size of
lie. Moreover, Hurkens & Kartik (2009) found that their subjects could be
divided into two distinctive types - those who lie whenever they can monetarily
gain from lying (our asocial types), and those who never lie (our social types,
assuming that the monetary temptation used in the experiment was not big

enough).

role in enhancing cooperation through establishing belief in reward and punishment and
through the possibility to signal membership in these organizations. However, a belief in
punishment for bad deeds is conceptually different than our “cost of cheating”, as the pun-
ishment is conditioned only upon one’s own actions, while ignoring the potential effect of the
expectation about the opponent’s actions. Moreover, in their model, the existence of religion
can be beneficial to everyone in society, and is never bad for the secular types, whereas in our
model abolishing religion would have a Pareto-improving effect. In Section 5.2 we compare
the assumptions of their model and ours, and the implications thereof.



The second related literature is the one about the link between coopera-
tion and limited group size. The problem of sustaining cooperation in sizable
groups was raised already by Olsen (1965). Bonacich et al. (1976), Bendor &
Mookherjee (1987), Boyd & Richerson (1988), and Suzuki & Akiyama (2005),
have all used the N-person Prisoner’s Dilemma game in order to analyze this
problem under various assumptions. However, these works do not try to ex-
plain the tendency to cooperate only with in-group members. Choi & Bowles
(2007) do provide an evolutionary model that explains at the same time altru-
ism within the group and parochialism between groups, but do not account for
group size. Their work can be seen as a link to the third related literature,
which is the one that documents in-group bias.

We already mentioned some lab experiments that demonstrated the mini-
mal group effect, i.e., that in-group bias can be triggered by arbitrary group
categorization. Goette et al. (2006) showed a similar effect in a field experi-
ment, where the arbitrary group categorization was the division of soldiers into
platoons in the Swiss army. When it comes to naturally formed groups, such
as ethnic or racial groups, Bernhard et al (2006) showed in-group bias among
ethnic groups in Papua New Guinea, and Fong and Luttmer (2009) showed
racial in-group bias among contributors to Hurricane Katrina victims.® All
these works, whether in the lab or in the field, whether with randomly assigned
groups or with natural ones, involved subjects playing canonical experimental
games, such as the dictator game and the Prisoner’s Dilemma. But recently, in-
group bias was verified also using naturally occurring data. Shayo and Zussman
(2011) were able to expose in-group bias in real-life decisions by professionals,
where the decisions had significant implications to the parties involved. They
analyzed judicial decisions in Israeli courts, where strong nondiscriminatory

norm applies, and demonstrated empirically the existence of in-group bias in

Tt is interesting to note that experiments that use the Trust Game instead of allocation
games tend to show much more variation in behavior towards out-group members. Hennig-
Schmidt et al. (2009) find no in-group bias when letting Germans, Israelis and Palestinians
play the Trust Game with in-group and with out-group members. Similarly, Bornhorst et
al. (2010) find no regional discrimination in an experiment involving students of different
European nationalities who are matched to play this game in mix-nationality groups. Even
more strikingly, Fershtman and Gneezy (2001) reveal out-group favoritism among Israeli
Jews of eastern decent, who show more trust towards Israeli Jews of western decent.



the decisions of judges.

The fourth related literature is the one on costly signaling. The canonical
works in this literature are Spence’s (1974) model of education as a signal in
the labor market, and the models of reputation signaling in firm competition
by Kreps & Wilson (1982) and Milgrom & Roberts (1982). When it comes
to signaling as a means to acquire cooperation and social connections, Gintis
et al (2001) develop an evolutionary model of costly signaling as a promoter
of cooperation in the group level, and Camerer (1988) analyzes gift exchange
as signaling intentions for future investments in pairwise relations. Even more
closely related to our paper are the work of Akerlof and Kranton (2000), who
discuss costly signaling of one’s identity, lannaccone’s (1992) work on social
clubs, where signaling is used by individuals as a means to be accepted to
desired groups, and the work of Levy and Razin (2012), where participation
in religious rituals signals a greater inclination to cooperate. Finally, Benabou
and Jean Tirole (2006) suggest a model where pro-social behavior (charity in
their case) is used as a means for signaling quality, and not as an indicator of
it’s independent existence.

The structure of the paper is derived mostly from the stylized facts that we
wish to explain. Our benchmark model with complete information (Section 2)
captures the tendency of people to form groups that exhibit in-group bias, and
the tendency of social individuals to be “kind” (cooperative) only to in-group
members.!? Our model with incomplete information (Section 3) captures the
connection between the cohesiveness of a group and the use of costly signaling,
and analyzes the prospects for having a society in which groups with different
levels of cooperation coexist. In Section 4 we discuss the conditions under
which such coexistence is envy-free, and show that under them costly signaling
has a negative effect on the welfare of all individuals. This result is further
shown to be restricted to cases where the proportion of asocial types is not
large enough to make envy-free coexistence impossible, in which case signaling
has a positive effect on the welfare of social types. Section 5 demonstrates the

main assertions by analyzing three examples as special cases of costly signaling.

For experimental findings that support this assertion about social individuals, see de
Dreu (2010) and the discussion of these findings in Section 2.



Section 6 concludes.

2 The formation of cooperative groups and in-group bias

We model society as containing N +1 individuals!! who simultaneously interact
with each other to play one-shot Prisoner’s Dilemma (PD) games. We follow
the notations of Kandori (1992) and Ellison (1994) and use the following payoff

matrix for the game:

C D
C |11 —l,1+4+g
D|1+g,-1]00

The zero payoft for mutual defection suggests that there is no difference be-
tween mutual defection and no interaction at all, thus relaxing the somewhat
unrealistic assumption that each individual is practically engaged in simultane-
ous plays against all members of society (an assumption that aims to keep the
model as parsimonious as possible). Furthermore, it implies that the payoff for
mutual cooperation is strictly positive, hence the total return to cooperation
increases in group size (nevertheless, groups will be of limited size in equilib-
rium). ¢ stands for the gain from unilateral defection, and [ for the loss from
being the victim of the opponent’s unilateral defection. We assume strate-
gic complementarity, i.e., [ > ¢, which implies that if one’s opponent is more
prone to defect, one is more prone to defect too. Our analysis considers only
pure strategies at the pairwise level, but individuals can discriminate between
opponents, i.e., cooperate with some while defecting against others.!?

Society is composed of two types of individuals, 7 € {s, as}, where s stands
for social type and as stands for asocial type. Asocial types are affected only
by the material payoffs of the game, and so for them defection is a dominant

strategy against any opponent. Unlike them, social types may lose utility by

For most applications it is helpful to assume that N is very big.

12Mixed strategies pose here a modeling ambiguity. Since part of the payoff is going to
be related to disutility from defecting against a cooperative opponent, it is not clear how
one should feel when defecting against an opponent who uses a mixed strategy - is it the
realization that counts, or maybe the (impure) intention to cooperate? We prefer to leave
these potential controversies aside.

10



cheating, where cheating means playing D against an opponent who plays C.1?

Let t(k) denote the cost of cheating against k individuals. This can be
thought of as a psychological cost caused by the arousal of uncomfortable feel-
ings such as shame or guilt on the side of the defector.!* We naturally assume
that ¢(0) = 0, and that #(k) is weakly increasing in k - the more people are
cheated by the individual, the (weakly) more it costs him. Additionally, we
put some restriction on the form of this increase. In particular, we assume that
the “what the hell effect” of cheating, as discussed in the introduction, applies.
With regard to modeling, this effect can be modeled as a cost function ¢(k) that
is concave in k. We do not require smooth concavity or even continuity, so that
any cost function with a discrete jump at 0 and a weakly concave continuation
afterwards satisfies our concavity condition, and in particular this includes one
with a fixed cost of cheating for any & > 0.1 The other requirements are a
“flat enough” slope as k goes to infinity, and a “steep enough” slope at 0 (if
t(k) is continuous at 0). Formally, the assumptions on ¢(k) beyond positive

monotonicity and concavity are:

t(0) =0, klim t'(k) < g,
and Ilﬁirrtl) t'(k)>g (or llcin(l) t(k) > 0 if llgin(l) t'(k) is not defined).

In the benchmark model with complete information that we analyze in this
section, we assume that the type of each individual is common knowledge. The
strategy of player ¢ is the N-tuple whose j’s element is the action played in
the PD encounter with player j. We denote this element by s;;. We say that
society is in (Nash) equilibrium if, given the strategies of all other individuals,

no individual has a profitable deviation from his strategy. We further say that

13Note the difference between defecting, i.e., playing D, and cheating, i.e., playing D
against an opponent who plays C. Miettinen and Suetens (2008) indeed show that people
feel guilty when defecting in the PD game only if the partner has not defected as well.

'4This interpretation is in line with that of Lopez-Perez (2008), with the exception that he
would treat the k cooperators as those who respect the norm, and the defector as the norm
breaker. In Lopez-Perez (2008) t(k) is linear in k and the groups are of fixed size.

15In terms of social identity theory, a discrete jump captures the change in one’s perceived
self image from a self image of someone who never cheats, to a self image of someone who
potentially cheats (the border between these two distinct characters is nicely captured in the
recent experiments on lying aversion of Hurkens & Kartik 2009 and Gneezy et al. 2013).

11



a cooperative group exists if all members of the group cooperate with each
other, and that the group members show in-group bias if they defect against
all out-group members. The following result shows why cooperative groups can
be formed and sustained in equilibrium as long as they are limited in size, and

why in-group bias is bound to emerge too.

Proposition 1 Let K > 0 be the unique strictly positive solution to the equa-
tion t(K) = Kg. Then in equilibrium:

1. Every asocial type plays D against everyone else, and everyone else plays

D against him.

2. Every social type plays C against mostly K individuals, who play C

against him too, and plays D against everyone else.

Proof. Since, for both types, defection is a best response against an opponent
playing D himself, we get that in equilibrium, if s;; = D then s;; = D. Hence,
since D is a dominant strategy for asocial types, and types are common knowl-
edge, we get (1). As for social types, if K players play C' against a social type,
and K < K, his best response to all of them is C, since deviating to defection
against any subset of them (of size k& < K) would impose on him a net cost of
t(k) — kg > 0. Otherwise, if K > K, then playing C' against all of them cannot
be his best response, because deviating to playing D against all of them would

increase his total payoff by Kg —¢(K) > 0. m

Corollary 2 If K > 1, then any division of the social types into cooperative
groups of size K + 1 at most, whose members show in-group bias, can be sus-

tained in equilibrium.

This result implies that it is easier to sustain cooperation in smaller groups.
It sounds plausible when considering the limited size of tribes and clans, es-
pecially in societies with no central authority, where groups are presumed to
form spontaneously. The driving force behind this result is the “what the hell
effect” of cheating - as the size of the group increases, it becomes harder to

avoid the temptation to defect and achieve the ever growing material benefits

12



of unilateral defection. At some point this effect is going to burst out, leading
to cheating across the board. The limit on group size in equilibrium is the
threshold above which such across the board defection is bound to occur.
Another aspect of the result is its built-in in-group bias. It turns out that
social types would show the same level of asociality towards out-group members
as would asocial types, while exhibiting sociality only towards in-group mem-
bers. This result is in line with experimental studies of the Prisoner’s Dilemma.
For example, Wilson & Kayatani (1968) and Dion (1973) find that the compet-
itiveness which characterizes inter-group behavior resembles that of individual
players, whereas it is the increased proportion of cooperative choices exhib-
ited in intra-group decisions that deviates from typical inter-personal play (see
further analysis in Brewer 1979). More recently, de Dreu (2010) uses the Inter-
group Prisoner’s Dilemma to show that compared to individuals with a “chronic
pro-self orientation”, those with a “chronic prosocial orientation” (these would
be the social types in the jargon of the current paper) display stronger ingroup
trust and ingroup love — they self-sacrifice to benefit their ingroup — but not
more or less outgroup distrust and outgroup hate. As we show in the next
section, the self-sacrifice practiced by social types is not always intended to

benefit the ingroup, but can rather be a means of signaling membership in the

group.
3 Cohesive groups and membership costs

3.1 The effect of incomplete information

The basic model with complete information implicitly assumed that a social
type can consider the cooperation of other group members as guaranteed. This
assumption is a bit unrealistic when considering pairwise PD game. More-
over, the assumption that asocial types can be easily distinguished from social
types is quite strong. We therefore turn now to consider the case where the
individual’s type is his private information. We assume that each individual
is randomly assigned a type 7 € {s,as}, with probability p to be assigned
7 = as, and that this is common knowledge. Can there still be an equilib-

rium with some cooperation in it? The following proposition, preceded by a

13



definition, shows that the answer is affirmative.

Definition 3 A mized-type group is a collection of individuals of both types,
such that all social types in the group play C' against all other group members,
while all asocial types in the group play D against all other group members.

t(1)—g
t(1)+l—g’

such that a mized-type group of size K + 1 is sustainable in equilibrium if and

Proposition 4 If p <

then there exists a unique integer K, € [1, K]

only if K < K,,. Furthermore, K, is decreasing in p.
The proof of the proposition follows the next lemma.

Lemma 5 Let h(zx) be an increasing and concave function defined for x > 0

with h(0) = 0. If x ~ Bin(n,p), then:
1. Given a fixred p € [0, 1], E,h(x) is increasing and concave in n.
2. Giwen a fized n > 0, E,h(x) is increasing in p.

Proof. (1) That E,h(z) is increasing in n is clear from the fact that
Enh(z) = pEah(z +1) + (1 = p)Eyh(x),
and h(z + 1) > h(x). For proving concavity, we can write
E,oh(z) = (1 —p)*E.h(z) + 2p(1 — p)E h(z + 1) + p*E h(z + 2).

Then we need to show that E, oh(z) + E h(x) < 2E,1h(z). Substituting the
above expressions in this inequality, it boils down to showing that p*E,h(x) +
p?E,h(z+2) < 2p*E,h(x+ 1), which indeed holds by the concavity of h(z) and
the linearity of the expectation operator. (2) We will prove by induction. For
n = 1 the inequality holds: if x ~ Bin(n,p) andy ~ Bin(n,q) with ¢ > p, then
E1h(y) = qh(1) > ph(1) = Ejh(x). Assume now that the inequality holds also
for some n, so that E,h(y) > E,h(z). Then

Enih(y) =qE.h(y + 1) + (1 — q) E,h(y)
ZpEnh(l‘ + 1) + (1 - p)Enh(x) = En+1h(33),

14



which completes the proof by induction. m

Proof of Proposition 4

Consider an individual of type s who plays C' against exactly K other
individuals. Defecting against any (randomly chosen) k < K of them, of which
X € [0, k] are of type s, would result in an increase in expected material payoff
of Xg+ (k— X)I, but the expected total payoff would also decrease by t(X)
due to the cost of cheating. Since X ~ Bin(k,1—p), the individual would have
no profitable deviation if Ey [t(X)] > E[Xg+ (k — X) 1] = k[(1 — p)g + pl] for
every k < K. Let A (k) = Ei, [t(X)] — k[(1 — p)g + pl]. The conditions on (k)
and on the payoffs of the game imply that A (0) = 0 and ]}1_{210 A (k) < 0. From
Lemma 5 part (1) we know that Ej [t(X)] is concave in k, and therefore so is
A (k). It can be verified that if If p < t(tl()ljr;fg then A (1) > 0, in which case
K, > 1 is the floor of K, the unique strictly positive solution to the equation
A (k) = 0. Moreover, K, < K because | > g and Ej [t(X)] < t(k), and so
A (K) < t(K)— Kg = 0. Next, from Lemma 5 part (2), we get that Ej, [t(X)]

is decreasing in p for a fixed k, and so A (k) is also decreasing in p for any

k > 0 (remembering that [ > g and so [(1 — p)g + pl] is increasing in p). That
is, since A (K?) =0, we have Ej 4 [t(X)] — k[(1 — q)g + ql] < 0 for any ¢ > p,
which in turn implies that K; < K; and so K, < K,.1

Corollary 6 Any division of society into mized-type groups whose sizes are

bounded by K, + 1 forms a Bayesian equilibrium.

In this equilibrium, social types would show in-group bias, by playing C'
against all group members and D against all outsiders, while asocial types
would play D against everyone, thus “free-riding” on the social types in their
group. Such groups are bound to be smaller than the groups of purely social
types in the complete information case (i.e., K, < K), because here the temp-
tation to defect is larger (avoiding the sucker payoff [ is assumed to increase
expected payoff at least as much as gaining g by defecting against a coopera-
tive opponent) and the cost of cheating is lower (because defecting against an
asocial type who defects himself is not psychologically costly). It can be shown

that naturally the maximal group size is decreasing in p, i.e., the greater is the
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proportion of asocial types in society, the more it is tempting for social types
to defect, thus the smaller are the groups that can sustain cooperation.'® The
behavior of social types in this equilibrium bears some similarities to the be-
havior of “conditional altruists” in Palfrey & Rosental (1988). However, they
assume that the payoffs of a contributor (= cooperator) are unaffected by the
opponent’s strategy, and so even “conditional altruists”, who condition their
strategy on their expectations from the opponent, contribute only because they
fear from a mutual defection and not because they feel obliged to contribute
when others do so. The main differences between our results and theirs are that
in ours group size plays a significant role in determining the players’ strategies,
and the threshold for cooperation of social types is affected by believes that
are derived from the actual proportion of social types in society.!”

An interesting scenario is revealed when considering the case of p(1+1) > 1.
In this case, the proportion of asocial types in society is high enough to make
the expected payoff of a social type in a cooperative group of K + 1 members
negative, regardless of the exact group size (K[1 — p(1 4+ 1)] < 0, VK). This
means that the social types would have been better off in a society with full-
blown defection (where the payoff of everyone is zero), yet, if K < K,,, they end
up playing C' against their group members for a negative expected payoff. One
can think of this situation as resembling the frustrating state of someone who
pays taxes in order not to free ride other people like him, in a country that is
so corrupt that he would be better off with no tax system and no public service
at all. This state of affairs raises the question of the possible introduction
of costly signaling - can such signaling be efficiently used by social types to
distinguish themselves from asocial types? We consider this option in the next

subsection.'®

6However, groups that are small enough can still sustain cooperation, because in such
groups the material payoffs are low so there is not much to gain by defection, yet the psy-
chological cost of cheating kicks in already with the first potential cheating.

17Strictly speaking, we can also get Bayesian equilibria in which not all social types in
mixed-type groups cooperate, accompanied by an appropriate system of beliefs, but in such
equilibria all mixed-type groups must be of the same size, which is the unique size that
would make social types indifferent between cooperation and defection. We believe that such
restrictions make these equilibria less interesting.

18Tn a similar model, Camerer (1988) models gift exchange as a system of costly signalling
intentions for a long term investment in relationship. For some values of the parameters in
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3.2 Costly signaling

Costly signaling is a well-known means to achieve a separating equilibrium (e.g.,
Spence 1974). In our model, it is signaling “sociality” that has the potential
of achieving a separating equilibrium. This follows from the fact that anyone,
regardless of one’s type, would like to be regarded as a social type and be trusted
by his opponent, because an opponent playing C' gives one a potential for a
higher expected payoff.!? So a necessary condition for a separating equilibrium
is that the cost of signaling sociality will be lower to social types, compared
to asocial types. However, this condition is not sufficient, since the gain of an
asocial type from being considered social exceeds that of a truly social type, so
an asocial type will be willing to pay a higher cost in order to be perceived as
social.

Let x4 and x,, be the cost of signaling sociality for types s and as respec-
tively. The signal is not directed at any specific opponent, but is rather a

singular payoff-irrelevant sacrifice that is observable by everyone else, just like

his model, he gets that the “Willing” types, who prefer investing if and only if their partner
invests too (similar to our social types), would choose to invest when playing against an
unknown type when there is incomplete information. This is equivalent to the case of social
types playing C' against an unknown group member in our model. However, Camerer jumps
then to the conclusion that in this case there is no potential for signaling, because the purpose
of signaling is to elicit investment by a “Willing” opponent, who anyway invests. We claim
that not only is it possible to prove that separating equilibria with costly signaling can exist
in such a case, but also that the emergence of signaling is plausible and almost even self
evident in some cases, e.g., when p(1 4+ 1) > 1 in our model.

19Tn the case of p(1+1) > 1 discussed above, social types get a negative payoff as members
of cooperative groups, thus do worse than they could do by being perceived as asocial types.
In this case, it seems that they have incentive to signal asociality. If believed, their opponents
would defect, and they would then be able to defect too without any pangs of conscience, while
improving their expected payoff. But should they be believed indeed? Since truly asocial
types would not like to be revealed as such (they have a strictly positive expected payoff
as members of a mixed-type group), they themselves would not want to signal asociality.
Clearly, in such a case, signaling asociality would in fact reveal one as social. So it seems
at first glance that we can get an equilibrium where only social types signal asociality, and
paradoxically by that distinct themselves from the crowd, which in turn would enable them
to form cooperative groups. However, as opposed to signaling sociality, signaling asociality
should not be more expensive to asocial types than to social types (if anything, it would
be cheaper to them). And since asocial types can only profit from being perceived as social
types, they are bound to imitate the social types in signaling asociality, thus bringing the
situation to its original state of affairs. Foreseeing this, the social types would not signal
asociality in the first place.
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in the examples described in the introduction (self-mutilation, avoiding educa-
tion, etc.).?? We assume that x, < 4, i.e., it costs more to fake sociality than
to signal it when it indeed exists (see e.g. Frank 1987). A person would signal
sociality if this signal made others treat him as social, and if his increase in
total expected payoff from being treated as social exceeded the cost of signal-
ing. Being treated as social means getting the cooperation of potential group
members. Recall now that the return to both cooperation and defection is in-
creasing in the number of cooperative partners. So what is the lower bound on
the number of cooperative individuals that makes signaling sociality profitable
to each type?

Assume that a separating equilibrium exists, i.e., types are believed to be
social if and only if they signal, and these beliefs are consistent with reality.
Then asocial types would not be trusted by anyone and thus have a zero payoff,
while social types would be able to form cooperative groups of size K + 1 and
get a payoff of K — x,. Of course, the upper limit on K from the benchmark
model with complete information still applies here, i.e., K < K. Furthermore,
to be indeed consistent with reality, no type should have a profitable deviation
from this equilibrium. If a social type deviates to not signaling, he can expect
to be treated as asocial and thus meet only defecting opponents and get a
zero payoff, but to save the cost x,. This deviation would not be profitable if
K > x,. So K, = z, is a lower bound on the number of cooperative individu-
als that makes signaling sociality profitable to social types. If an asocial type
deviates to signaling, he can make 1 + ¢ against every social type that plays
C against him, but signaling would cost him z,s. So this deviation would be
profitable if he can expect to meet at least K,, = ffsg such cooperative oppo-
nents. Therefore, a social type can be sure that his K signalling group mates
are truly social only if K < K,,. This means that K, < K, is a necessary

condition for a separating equilibrium, or, written as a condition on the ratio

20Tt is not unreasonable to have signaling in the level of the group or the society as a means

to promote pairwise relationships. As Gintis et al (2001) write in their paper titled ‘costly
signaling and cooperation’, “it is often the case that biological signals in other domains such
as mate choice, resource competition, and even predator-prey interactions are not private
to an intended receiver, but are emitted without the signaler knowing exactly with which
among a population of possible observers it might influence”. Evidence from Meriam turtle

hunters is consistent with this claim (Smith et al 2003).
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of the costs of signaling, % > 1+ g. That is, to get separation it is not suffi-
cient that signaling socialify would be cheaper to social types, but the ratio of
costs should also exceed the ratio of marginal gains from a cooperative oppo-
nent. If this condition of separability holds, and if the condition of individual
rationality, z; < K, holds too, then in a separating equilibrium we can get co-
operative groups of purely social types, where the size of each such group will
be {K +1| K, < K < min {Kas,[_(}}. Otherwise, if K = min {Kas,f_(} < K,
then social types cannot distinct themselves from the asocial types by signaling,
either because they would have incentive to cheat after signaling and getting
the cooperation of other social types (if K < K,), and thus will not be trusted
to cooperate in the first place, or because they can be imitated by asocial types
(if Ko < Ky).

It is important to note that K, < K is only a necessary condition for a
separating equilibrium, i.e., it does not guarantee that a separating equilibrium
will indeed emerge. There is always an equilibrium where everyone plays D,
and there are always pooling equilibria in which society is divided into mixed-
type groups of sizes K < K, 4+ 1 and no one signals. In these cases, a social
type cannot hope to gain from a unilateral deviation to signaling his type, even
if the signal is known to be truthful.

The fact that the condition K, < K does not guarantee separation supports
a stylized fact we want to explain here - the coexistence of cooperative groups
with costly signaling (which will be referred to as cohesive groups) side by side
with groups that are less cooperative, and whose members do not engage in
costly signaling. This situation can emerge if a fraction 1 — A of the social types
form cohesive groups of purely social types (of sizes at the range [K+1, K+ 1)),
while the other social types are members of mixed-type groups in which asocial
types “free-ride” on the social ones. The splitting of the social types into
two kinds of groups increases the proportion of asocial types in the mixed-
type groups, thus further constrains the size of this kind of groups. That is,

let ¢ = ) be the proportion of asocial types in the mixed-type groups.

P
p+A(1—p
Following the same analysis as before, K, (< K),) will be the new upper bound
on the size of mixed-type groups. We call such an equilibrium with both kinds

of groups a hybrid equilibrium. Figure 7?7 demonstrates the effect of the cost of
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signaling for each type on the potential for separating and hybrid equilibria.
The cooperative groups of purely social types who signal sociality are the
cohesive groups the section title refers to. We use this term to denote a group
of people who cooperate with each other, defect against all others, and pay
the cost of signaling, a “membership cost”, in order to do so. These cohesive
groups can be thought of as social clubs, cults or communes, as in the work of
lannaccone (1992). It is interesting to note that Proposition 2 in lannaccone’s
paper says that if society consists of two types of people, type 1 and type 2, such
that type 1 people participate in group activities and value group quality less
than type 2 people, “then, as long as people of type 1 constitute a sufficiently
large fraction of the population, there will exist a signaling equilibrium in which
type 2 people end up in groups that require their members to sacrifice a valued
resource or opportunity and type 1 people end up in groups that require no such
sacrifice”. The equivalent to type 1 and type 2 people in our model are asocial
types and social types respectively. And although in our model the proportion
of asocial types is not a binding condition on the existence of a separating
equilibrium, a “sufficiently large” proportion of them makes separation more
plausible than pooling or hybrid equilibria. This is so, because if p is large
enough, hybrid equilibrium are not envy-free, as will be explained in detail in

the next section.

4 “Bad” signaling

The multiplicity of equilibria invites a comparison of them in terms of stability
and welfare. In particular, we will consider envy-free equilibria, and show that
such equilibria are inefficient if they contain groups of both kinds coexisting.
The idea of an envy-free equilibrium is related to stability: if an individual
1 envies an otherwise identical individual j who is a member of a different
group where the expected payoff is larger, than this inequitable allocation may
be considered unstable, as individual ¢ will try to replace individual j once
it is possible. This is one reason to focus on this sort of equilibria. Another
reason is related to a natural way to think of the setup developed above. So
before formally presenting the definition of envy-free equilibria and its welfare

implication, let us loosely describe the setting we refer to.
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Xs #
No reliable
_ No reliable signaling
K
signaling
Signaling is reliable: mixed-type groups
and signaling groups can coexist
0 Xas

Figure 1: Displaying the necessary conditions for separating and hybrid equi-
libria. The blue diagonal line is where the ratio of the costs of signaling for
each type is such that %2+ = 1 + g. It marks the border between the region
where social types can dlstmgulsh themselves from the asocial types by signal-
ing (below it to the right) and the region where they cannot (above it to the
left). Moreover, if z, the cost of signaling for the social types, is above the
green line, then cooperative groups with signaling of purely social types cannot
be sustained in equilibrium, because if a social type is able to achieve so many
cooperative partners to make signaling worthwhile, he’d better cheat them and
play D.
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Suppose that there are many institutions called “clubs”, some of whom
require signaling in order to join them, and some of whom do not. Suppose
also that each individual can choose which club to join, and that individuals
can move freely between clubs. What can we expect to happen? A plausible
implication is that the expected payoff of social types will tend in the long run
to be the same in all clubs, and in particular, in both kinds of clubs — with
signaling and without signaling. Otherwise there would remain an incentive to
move to a club where expected payoff is larger once an opportunity shows up.?!
This makes the case of envy-free equilibria more plausible. We next introduce
a formal definition of envy-free equilibria, and a proposition about the social

undesirability of signaling.

Definition 7 An equilibrium is envy-free if no individual wishes to switch

groups with a different individual in society.

Proposition 8 FEvery envy-free hybrid equilibrium is strictly Pareto dominated
by its corresponding envy-free pooling equilibrium (i.e., the one with the same

proportion of asocial types in society).

Proof. First note that in an envy-free equilibrium, the expected payoff of social
types in all groups must be equal. Let this expected payoff be U. Moreover,
all groups of the same kind must be of equal size, as expected payoffs depend
on group size. Let there be an envy-free hybrid equilibrium in which the size

of mixed-type groups is K. Then we have
U=K[(1-q)x1+q(-0)]=K[1—-q(1+1)]

Now compare U to the expected payoff of social types in a corresponding pool-
ing equilibrium with no signaling, where mixed-type groups are of the same size
K (these groups are sustainable in equilibrium because the proportion of asocial
types in the pooling equilibrium is p < ¢, and we know from Section 3.2 that

K, < K,,). The expected payoff of social types in the pooling equilibrium will

2! Another possible implication is that each club will reach its maximal capacity (corre-
sponding to the bound on group size for that kind of club), but this effect is marginal in
importance for our analysis.
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be K[1—p(1+1)] > K[1—q(1+1)] = U, i.e., the pooling equilibrium is strictly
better for them. As for the asocial types, in both envy-free equilibria they are
all members of the mixed-type groups of size K (otherwise a “group-less” aso-
cial type will envy an asocial type who is a member of a mixed-type group). It
follows that their expected payoff in the hybrid equilibrium, K (1 —¢q) (1 + g),
is strictly smaller than K (1 — p) (1 + g), their expected payoff in the pooling
one. W

Note that each envy-free hybrid equilibrium can also be compared to a
corresponding envy-free separating equilibrium, where only cohesive groups
exist (and they are of the same size as those in the hybrid equilibrium). Since
social types get the same expected payoff in both kinds of groups in the envy-
free hybrid equilibrium, and this payoff stays the same in cohesive groups under
the separating equilibrium, while asocial types are clearly better-off in the
hybrid one, where they can free-ride social types, this separating equilibrium is
Pareto dominated by the hybrid one, which was shown to be Pareto dominated
by the pooling one. So the proposition essentially tells us that except for the
case where the proportion of asocial types is high to begin with (such that
p(1+1) > 1, and so social types cannot have the same expected payoff in both
kinds of groups; but see also below), social types would probably, and quite
paradoxically, be better-off if there were no cohesive groups at all. In other
words, the signal is not only costly but wasteful. It is not new that social
customs that may be interpreted as signaling are self-harming — the annual
Ashura ritual of the Shia Muslims, where the participants beat themselves
with iron chains and swords until blood sheds is a very visual manifestation of
the idea.?? However, the context here is novel, as the existence of mixed-type
groups with social types in them alongside the cohesive groups suggests, on the
face of it, that signaling is sustainable because it is in the self interest of the
signalers. We devote the next section to discuss some real-life scenarios that

seem to be in line with this result.

22Boyer (2001) provides more examples of seemingly wasteful religious practices.
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5 Examples of wasteful signaling

5.1 On Acting White

One salient case of costly (and probably wasteful) signaling in cohesive commu-
nities is the one related to the “acting White” accusation in the Black American
society. When thinking about “acting White”, many tend to focus on those
who do try to acquire education, and the social cost they have to bear by doing
so, but we believe that the focus should be instead on those who do not try to
acquire education. That is, the cost is in fact for “remaining Black”, not for
“acting White”.

In order to see why “acting White” can be explained with our model, let
action D in the PD game be interpreted as pursuing individual goals, and let
action C be interpreted as contributing to the Black community one comes
from. Using the PD game to model this situation implies that from a selfish
perspective, pursuing individual goals is always better, but everyone in the
Black community would be better off if all contributed to it than if all pursued
individual goals.?? The social types are the Black individuals who are willing
to sacrifice some self profits for the benefit of their community if others do it
too (unless the number of contributors is big enough to make them free-ride).
In the case of incomplete information, people in the community cannot know
who will eventually comeback to the community to contribute and who will
shirk from contribution. Then, the costly signal is naturally the self-sacrifice
of a Black person who refrains from the pursuit of individual goals such as
education or career opportunities in order to avoid being perceived as ‘acting
like White people do’.

Consider now the case of a hybrid equilibrium, where the costly signal is the
personal cost of giving up education and staying in the Black neighborhood.
In such equilibrium, some people will give up education and form cohesive
groups in their communities, and some will acquire education. Those giving
up education will enjoy the cooperation and support of their group mates, at

the cost of staying uneducated. Those acquiring education will consist of social

23This should not necessarily apply to the White community too for various reasons, such
as differences in socioeconomic status or in community structure.
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types who go back to the community to contribute, and asocial types who
leave their communities in pursuit of their individual goals. Note that in our
model, these are only the social types in the mixed-type groups, i.e., those who
acquire education and comeback to contribute, that suffer from the defection
of the asocial types (the members of the cohesive groups are only affected
indirectly through the need to costly signal in order to distinguish themselves).
A plausible explanation for that would be that the departure of the asocial
educated Blacks imposes a higher burden on the educated Blacks who return
to the community (because they share this burden with less people), while from
the point of view of those who stay in the community, the total contribution
acquired is the same.

The payoff structure captures correctly the fact that the asocial types are
clearly better-off by acquiring education, and are much better-off if others (the
educated social types) pay back to the community on their behalf too. As
for the social types, the lesson from the previous section is that unless the
proportion of asocial types is so large that even if all social types acquire
education still the burden of coming back to serve the community afterwards
is high (p > p.), social types would have been better-off if all of them acquired
education and absorbed the absence of the asocial types together as a group.
By splitting into cohesive groups of non-educated people on the one hand, and a
fraction who become educated on the other hand, the social types are all worse-
off: the non-educated could have had higher utility by acquiring education,
and the educated could have gained from sharing their burden with all the
other social types. In this sense, “acting white” is a shameful waste of human
capital. When it comes to high education it is not reasonable to apply policies
that eliminate signaling by making this education mandatory. However, if the
gains from education will continue to increase, the cost of signaling is bound
to increase too, and the model predicts that eventually signaling would stop

being individually rational, and consequentially would cease to exist.
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5.2 Religious practices*

That stronger social ties (i.e., higher levels of cooperation) and religious prac-
tice are positively correlated is not new and was empirically demonstrated by
Ellison and George (1994). In particular, Levy and Razin (2012), henceforth
LR, develop a model where this correlation is facilitated by the belief of re-
ligious people in reward and punishment (fostering cooperation), and by the
positive correlation between belief and religious practice. Moreover, religious
practice in their model serves as a (costly) signaling device. We believe that
by incorporating these ideas of LR about the nature of belief and the nature
of religious practice into our model, we can account for the main results we
wish to highlight here, i.e., the coexistence of the two kinds of groups and the
wasteful aspect of signaling.

The main departure between our model and LR is that in LR belief is con-
ditioned on paying the costly signal of joining a religious service, while in our
story one can be a believer and not go regularly to church,? with the cost of par-
ticipating in the religious rituals being smaller for a believer. By conditioning
the belief on religious practice, LR cannot get a Pareto improvement through
abolishing religion, because without an institutionalized religion they have no
belief, and without belief they have no cooperation in equilibrium. Moreover,
in their story believers expect reward or punishment regardless of their op-
ponents’ actions, and so some of their believers are better called “saints”, as
they unconditionally cooperate, i.e., even when they know for sure that the
opponent is going to defect. As opposed to that, the story we have in mind
is a story about people with high morals, call them believers, who use reli-
gious practice to segregate themselves from society, and so society loses good
cooperative people, and these people lose by paying a costly signal that can be
spared.

More formally, let s denote a believer type, and let as denote the nonbe-

lievers. Next, let participation in religious services be the costly signal. As

24Gee Berman (2000) for a more economically oriented analysis of signaling in the Ultra-
orthodox Jewish communities.

25 The separation between belief and actual religious practice is well demonstrated by Huber
(2005), who finds a large variability in the degree to which religious beliefs are associated
with decisions to participate in religious services.
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in LR, believers believe in reward and punishment, and so they are (the only
ones) endowed with the “psychological cost of cheating”.?¢ Any individual may
decide whether or not to join a religious order, at some cost, but the difference
in costs for the two types is large enough to make it a reliable signal of belief. A
cohesive group will consist purely of believers, who share religious rituals (such
as Sunday prayers), and fully cooperate with each other, where the participa-
tion in rituals serves them to signal that they can be trusted. A mixed-type
group will consist of both believers and nonbelievers, where the believers un-
conditionally cooperate with everyone in the group (they are not “saints” —
they do so because the group is small enough and there are enough people like
them in it), while the nonbelievers free-ride. Indeed, in most religions one can
find believers who do not actively participate in religious services (at least not
in the public ones, which are the ones used for signaling).

Note that our model implies that the religious congregations are limited in
size, and are segregated from society in terms of social ties (and that there can
be more than one such group in society). We believe these features capture
important aspects of religion groups in real-life. By refraining from segrega-
tion and joining the other parts of society, the members of these groups can
“dilute” the proportion of unbelievers in society and raise the average level of

cooperation, and so raise welfare for everyone.

5.3 The Occupy Movement

In the case of social activism — participation in protests, demonstrations, clashes
with police, etc. — one may argue that activists are purely concerned with the
issues at hand and are not trying to signal anything. However, at least to
some extent, activism serves as a clear signaling device, enabling participants
to acquire higher levels of trust and cooperation among themselves, and to
screen out potential free-riders. This in turn benefits the activists and at least
partly compensates them for the cost they pay in participating. However, as
opposed to the case of “acting white”, successful activism gives additional gains

to the activists (in the sense of the achieved goals), and so is not necessarily a

26 As mentioned above, we assume that they do not believe in getting a punishment for
defecting against an opponent who defects too.
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wasteful act.

The Occupy Movement was a recent international protest movement against
social and economic inequality, its primary goal being to make the economic
and political relations in all societies less vertically hierarchical and more flatly
distributed. One of the objectives of the movement was to replace the suppos-
edly estrangement of the market system, with its alienated financial sector, with
social networks of exchange, e.g., through the use of barter and free exchange
of goods. Accordingly, the movement has put a great emphasis on solidarity
between people.?’

Solidarity can take many forms, but it is plausible to assume that, like with
cooperation in the PD game, one benefits from the solidarity of others, while
showing solidarity to others entails some sacrifice, and that people are better-
off when everyone shows solidarity then when no one does. In the context of
the model, a social type would be someone who feels obliged to show solidarity
in return to the solidarity of others, at least as long as free riding is not too
tempting, while asocial types do not feel such obligation. However, one’s type
is naturally a private information. If it wasn’t, social types could spontaneously
form groups that practice the kind of market-bypassing free exchanges that the
Occupy Movement advocated, thus manifesting the solidarity they feel to one
another without fear of intrusion by asocial types. In reality, although such
groups did emerge at the time of the Occupy Movement (especially in the form

of spontaneous and local arrangements), they were naturally of mixed-type.?

2TThe prominent role of solidarity is not unique to this movement. Sidney Tarrow (1994)
defines a social movement as “collective challenges [to elites, authorities, other groups or
cultural codes] by people with common purposes and solidarity”.

28Some of the activities were inherently prone to exploitation by free riders. For ex-
ample, at Occupy LSX (London Stock Exchange) the protesters created a Tent City Uni-
versity, where they offered free lectures and workshops, organized alternative city guides,
and every night screened documentaries. At Occupy Wall Street (OWS), the OWS kitchen
served free food around the clock to thousands of people every day without turning anyone
away. If one adopts a broader interpretation of “asocial types” in the context of the Occupy
Movement, such that it describes all those who do not share the values of movement, then
there is ample evidence of such mixing of types. For example, one commentator, writing
for The Cambridge Citizen, noted during the peak of the movement that “citizens from a
variety of backgrounds, whether supportive of the Occupy movement or not, have realized
that local trading of goods and services are worthwhile endeavours to become a part of”
(link:http://cambridgecitizen.ca/the-occupy-movement-community-groups/ ).
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At the same time, those who were willing to engage in costly actions such as
living in a tent in the park, or participating in clashes with police forces, were
able to take advantage of higher levels of cooperation and solidarity. That is,
these acts were perceived as truthfully signalling solidarity, and thus enabled
the formation of cohesive groups of protesters. The cohesiveness of these groups
was apparent in the way they made collective decisions in the general assemblies
they formed. Although theoretically accessible by anyone, the right to vote in
these assemblies was practically given only to those actively participating in the
protests, as you had to be present in the venues in which the assemblies took
place in order to participate in the voting. As Andreas Bieler, a professor of
Political Economy and an active participant in Occupy London Stock Exchange
noted, “everything happened so fast in the occupation that it was impossible to
keep abreast if you weren’t there most of the time”. With regard to the cost one
had to pay in order to be part of the group, and the exclusion of non-devotees
that this cost implied, Bieler wrote: “An occupation is extremely exhausting
for its participants. For those permanently on site it was a full time job, often
with a severe lack of sleep. [Thus| the very nature of an occupation excludes
many from participation”.?? Naturally, the high level of solidarity achievable by
the groups of protesters organizing and participating in the general assemblies
could not be achieved by passive supporters of the agenda, who could only
form ad-hoc groups of collaborators that were not able to screen out potential
“asocial types”. And so, once more we see the power of public signaling as a
means of achieving cooperation and cohesion, but at a certain non negligible

cost to the signalers.

6 Conclusion

The main conclusion of the paper is that a simple and quite intuitive assumption
on our social conscientiousness, and more specifically — on the psychological cost
of defecting from cooperation with others who wish to cooperate with us, can
explain a plethora of prevailing group behaviors. These range from the mere

existence of groups, through in-group bias, to costly signaling of sociality and

29Gee http://andreasbieler.blogspot.co.il/2013/02/the-occupy-movement-lasting-
legacy.html.
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the positive relation between the use of such signaling in a particular group and
the cohesiveness of that group, a relation that was demonstrated recently in the
lab by Ahn et al (2009).3° Moreover, quite intuitively, inability to distinguish
between social types, who are characterized by such social conscientiousness,
and asocial types, who are not, gives rise either to costly signaling or to free
riding. The trade-off between the cost of signaling on the one hand, and the
cost of having free riders in the group on the other hand, explains why cohesive
groups who engage in costly signaling can coexist side by side with mixed-type
groups where no signaling is practiced, but free riding is likely to happen. Of
these two costs, it is the signaling cost that is bound to be more harmful from
the point of view of society, unless the proportion of asocial types is so large
that the mere existence of mixed-type groups in equilibrium is questionable.
Finally, it would be interesting to directly investigate the exact shape of the
psychological cost of cheating as a function of the number of cheated partners
(e.g., is it fixed, smoothly concave, or is characterized by a “jump”?), possibly

in experiments.
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