
SOLUTION TO THE FINAL TEST
JULY 24, 1997

Problem 1

Non linear filter.
(a) π0|0 = E(X0|Y0) ≡ 1

(b) Put Gn(Y n−1
0 , Yn) = πn|n = Pr{Xn = 1|Y n

0 } ≡ E(Xn|Y n
0 ). Then following Lecture Note # 9:

E(g(Yn)Xn|Y n−1
0 ) = E(g(Yn)Gn(Y n−1

0 , Yn)|Y n−1
0 )

for any bounded function g(x). Further:

E(g(Yn)Xn|Y n−1
0 ) = E(g(Xn + ξn)Xn|Y n−1

0 ) =

= E
[
E

(
Xng(Xn + ξn)|Y n−1

0 , Xn

)
|Y n−1

0

]
=

= E
(

Xn

∫
g(y)fξ(y −Xn)dy|Y n−1

0

)
=

= πn|n−1

∫
g(y)fξ(y − 1)dy

Similarly,

E(g(Yn)Gn(Y n−1
0 , Yn)) = πn|n−1

∫
g(y)Gn(Y n−1

0 , y)fξ(y − 1)dy +

(1− πn|n−1)
∫

g(y)Gn(Y n−1
0 , y)fξ(y)dy

So that due to arbitrariness of g(y):

πn|n = G(Y n−1
0 , Yn) =

πn|n−1fξ(Yn − 1)
πn|n−1fξ(Yn − 1) + (1− πn|n−1)fξ(Yn)

(1.1)

(c) Note that πn|n−1 = E(Xn|Y n−1
0 ) and hence:

πn|n−1 = E(Xn|Y n−1
0 ) = E(Xn−1εn|Y n−1

0 ) = πn−1|n−1Eεn = πn−1|n−1pn (1.2)

So the optimal filter is completely specified by (1.1) and (1.2) subject to initial condition π0|0 = 1.

(d) (bonus+10)

τ ≡
τ∑

k=1

1 =
∞∑

k=1

I(τ ≥ k)
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where I(·) is an indicator function. Take conditional expectation of both sides:

E(τ |Y n
0 ) =

∞∑
k=1

Pr(τ ≥ k|Y n
0 ) =

∞∑
k=1

Pr(Xk = 1|Y n
0 )

Kalman filter
(a)

Xn = Xn−1εn = pnXn−1 + (εn − pn)Xn−1

Define ε̃n = (εn − pn)Xn−1 Then:

Eε̃nXm = E(εn − pn)EXn−1Xm = 0 for m ≤ n− 1
Eε̃n = E(εn − pn)EXn−1 ≡ 0

Eε̃2
n = E(εn − pn)2EX2

n−1 = pn(1− pn)
n−1∏
k=1

pk = (1− pn)
n∏

k=1

pk

where the last implication is due to the fact, that:

EX2
n = EX2

n−1Eε2
n = pnEX2

n−1 =⇒ EX2
n =

n∏
k=1

pk

So this model suits the Kalman filter setting:

Xn = pnXn−1 + ε̃n

Yn = Xn + ξn

where (ε̃n)n≥1 is a sequence of independent zero mean random variable with Eε̃2
n = Pn = (1 −

pn)
∏n

k=1 pk and (ξn)n≥1 is a zero mean i.i.d. sequence with Eξ2
1 =

∫
x2fξ(x)dx

4
= σ2

ξ .

(b) The Kalman filter is given by:

X̂n = pnX̂n−1 +
p2

nVn−1 + Pn

p2
nVn−1 + Pn + σ2

ξ

(Yn − pnX̂n−1)

Vn = p2
nVn−1 + Pn −

(p2
nVn−1 + Pn)2

p2
nVn−1 + Pn + σ2

ξ

where Vn = E(Xn − X̂n)2.

Degenerate case
Note that if pm = 0 for some m, then Xn ≡ 0 for n ≥ m and thus πn|n = E(Xn = 1|Y n

0 ) ≡ 0
for n ≥ m. It is easy to see that Kalman filter also gives X̂n ≡ 0 for n ≥ m in this case, since
(Pn)n≥m ≡ 0.

2



Problem 2

1. Show that ∆n = E(θ − θ̂)2 is an non increasing sequence:

∆n = E
(
θ −E(θ|Xn

0 )
)2 †

= E
(
θ2 − [E(θ|Xn

0 )]2
)
††
=

= E
(
θ2 −

[
E

(
E(θ|Xn+1

0 )|Xn
0

)]2 )
≥ E

(
θ2 −E

( [
E(θ|Xn+1

0 )
]2 |Xn

0

))
††
=

= Eθ2 −E
[
E(θ|Xn+1

0 )
]2 †

= ∆n+1

where Jensen inequality for conditional expectations had been used. Equalities † is due to:

E
(
θ −E(θ|Xn

0 )
)2

= Eθ2 − 2EθE(θ|Xn
0 ) + E [E(θ|Xn

0 )]2 =

= Eθ2 − 2E
[
E(θE(θ|Xn

0 )|Xn
0 )

]
+ E [E(θ|Xn

0 )]2 =

= E
(
θ2 − [E(θ|Xn

0 )]2
)

Equality †† is obtained by smoothing property of conditional expectation.

2. To show that the limit limn→∞Eθ̂2
n exists it is sufficient to show that the sequence (Eθ̂2

n)n≥0 is
non decreasing and bounded from above. Indeed, it is bounded:

Eθ̂2
n = E [E(θ|Xn

0 )]2 ≤ EE(θ2|Xn
0 ) = Eθ2

and non decreasing:

Eθ̂2
n = E [E(θ|Xn

0 )]2 = E
[
E

(
E(θ|Xn+1

0 )|Xn
0

)]2

≤

≤ EE
( [

E(θ|Xn+1
0 )

]2 |Xn
0

)
= E

[
E(θ|Xn+1

0 )
]2

= Eθ̂2
n+1

by virtue of Jensen inequality.

Problem 3.

1.) Put wk = W (tk+1)−W (tk) and vk = V (tk+1)−V (tk). Then by the properties of Wiener process,
the sequences (vk)k≥0 and (wk)k≥0 are independent Gaussian i.i.d sequences with zero mean and
Ew2

k = Ev2
k = ∆. Kalman filter is given by:

X̂(tk+1) = X̂(tk) + a∆X̂(tk) +
(1 + a∆)A∆V (tk)
A2∆2V (tk) + B2∆

(Y (tk+1)− Y (tk)−AX̂(tk)∆)

V (tk+1) = (1 + a∆)2V (tk) + b2∆− [(1 + a∆)A∆V (tk)]2

A2∆2V (tk) + B2∆

2.) Neglecting terms of order O(∆2):

X̂(tk+1) = X̂(tk) + a∆X̂(tk) +
AV (tk)

B2
(Y (tk+1)− Y (tk)−AX̂(tk)∆)

V (tk+1) = V (tk) + 2a∆V (tk) + b2∆− A2V 2(tk)∆
B2
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which is nothing but an approximation to differential equations:

˙̂
X(t) = aX̂(t) +

AV (t)
B2

(Ẏ (t)−AX̂(t))

V̇ (t) = 2aV (t) + b2 − A2V 2(t)
B2

These equations are known as Kalman-Bucy filter.
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