SOLUTION TO THE FINAL TEST
JULY 24, 1997

Problem 1

Non linear filter.
(a) 7T0‘0 = E(X()D/()) =1

(b) Put G, (Yg"™,Y,,) = T = Pr{X,, = 1|YJ"} = E(X,,|Y{"). Then following Lecture Note # 9:
E(Q(Yn)Xn|Y0n71) = E(Q(Yn>Gn<YOn71>Yn)|Yon71)

for any bounded function g(z). Further:

E(g(Yn)Xn|Y0n71) E(g(Xn +§n)Xn|Y0n71) =

= B[E(Xag(X, + &)Yy X ) I¥0 | =
= B (% [asets - xairg) -
— et [ W) fely Dy
Similarly,
E(G(V)G (V) = mums [ 9@)Gu(Y5 ™) ey~ iy +
(1= Tapnet) [ 9WIGu(Y5 ey

So that due to arbitrariness of g(y):

7rn|n71f£ (Yn - 1)

Tpin = GYP L Y,,) = 1.1
| ( 0 ) ﬂ—n\n—lfﬁ(yn - ]-) + (]- - 7Tn|n—1)f£(Yn) ( )
(c) Note that 7,1 = E(X,|Yy""") and hence:

Tnln—-1 = E(anyon_l) = E(Xn—15n|Y0n_1) = 7rn—l\n—l]asn = Tp—1ln—1Pn (12)

So the optimal filter is completely specified by (1.1) and (1.2) subject to initial condition mgq = 1.
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where I(-) is an indicator function. Take conditional expectation of both sides:

E(r[Yg) = 3 Pr(r > kYg") = 3. Pr(X; = 1¥y)
k=1 k=1

Kalman filter

(a)

Xp=Xn16n = annfl + (5n - pn)anl

Define &,, = (e, — pn)Xn—1 Then:

Ez, X, = E(e, —pn)EX,1X,, =0 form<n-—1
Es, = E(,—pn)EX,-1=0
n—1 n
EZ, = E(en—pa)’EX)_ =pa(l—pa) [[ o = 0 =pa) [ s
k=1 k=1

where the last implication is due to the fact, that:
n
EX} =EX] \Ee} =p,EX} , = EX.=]][ps
k=1

So this model suits the Kalman filter setting:

X, = annfl + E':Vn
Yn = Xn + gn

where (£,,),>1 is a sequence of independent zero mean random variable with Eé2 = P, = (1 —

pn) [1r—; Pk and (&,)n>1 is a zero mean i.i.d. sequence with E¢? = [ 22 fe(x)dx 2 ag.

(b) The Kalman filter is given by:

2
v v p anl + Pn v

Xn = paX._ n Y, —pnXno
p 1+p%Vn_1+Pn+0§( PrXn-1)

(pivnfl + Pn)2
p%Vn—l + P, + O'g

Vn = p%Vn—l + Pn -
where V,, = E(X,, — X,,)2.

Degenerate case
Note that if p,, = 0 for some m, then X, = 0 for n > m and thus 7,,, = E(X,, = 1|Yj") =0

for n > m. It is easy to see that Kalman filter also gives )/(\'n = 0 for n > m in this case, since
(Pn)an =0.



Problem 2

~

1. Show that A, = E(0 — )2 is an non increasing sequence:
A, = (9 E(0|X7) )2 L E(e2 - [E<e|xg)]2) i
- (02 (BOIXIx)]” ) = B(0* - B( [BOIX))1x5)) 2
= E6° - E[E@X;]" £ A

where Jensen inequality for conditional expectations had been used. Equalities } is due to:
E(o - E(@|X{;))2 — E62 - 2E0E(0|X7) + E[E(0|X]))? =
= E0? - 2E[E(YE(9|X))|X)] + E[E@0|X))] =
— E(0* - [B(0X))P)

Equality t71 is obtained by smoothing property of conditional expectation.

2. To show that the limit lim,, E@ZL exists it is sufficient to show that the sequence (E@i)nzo is
non decreasing and bounded from above. Indeed, it is bounded:

E0; = E[E(6]Xy))” < EE(6*|X]) = E6’
and non decreasing:
2
B2 = E[E@X)) =E [B(E0IX;IXG)] <
< BE( [E(01X;))° X)) = E [BO1x ) =BG,

by virtue of Jensen inequality.
Problem 3.

1.) Put wg = W (txe1)—W(tr) and vy, = V(¢x+1)—V (tx). Then by the properties of Wiener process,

the sequences (vg)r>0 and (wg)k>o are independent Gaussian i.i.d sequences with zero mean and

Ew? = Ev = A. Kalman filter is given by:

(14 aA)AAV (ty) S
Y(t —Y(ty) — AX (tr)A

A2A2V(tk) +BQA( ( k+1) ( k) ( k) )

(14 aA)AAV (t),)]

AZA2V (t) + B2A

X(the1) = X(t) +aAX(ty) +

Vitke1) = (1+aA)?V(ty) +b*A —

2.) Neglecting terms of order O(A?):

A{;(;sk) (Y (b)) — Y(tr) — AX (t2)A)

A2V () A
B2

X(try1) = X(te) +aAX(ty) +

V(tks1) = V(tg) + 2aAV (L) + B2A —



which is nothing but an approximation to differential equations:

X = a)A((t)+Ag§t)(Y(t)—A)A((t))
V() = 2aV(t)+bQ—7A2V2(t)

BQ

These equations are known as Kalman-Bucy filter.



