STOCHASTIC PROCESSES
SOLUTIONS TO HOME ASSIGNMENTS

1. BASICS OF MATHEMATICAL PROBABILITY
Problem 1.1
(a) By definition
P(A) = / dP(w) = / Iy(w)dP(w) =EI4
weA weR

(b) Since by definition any w is in © and not in @, we have Ig(w) = 1 and

I@(u})EO
(c) )
/ Tg(w') =1 / N
weAd = { [i(w) =0 = (W) +1zW) =1
Similarly
. T4 =0
Sed = { Iégwugzl - IA(W”)JFIA(WH):l

so for any w € Q)
If(w)+ Iz(w)=1
(d) Ta(w)Ip(w) =11if and only if [4(w) =1 and Ig(w) =1, that is w € A and
w € B, in other words w € AN B
() we AUB ifand only f w € A or w € B:

€A
{Z%B — Ipaup=Ia+Ig—Ipng=14+0-0=1

weB — Tawp=1a+1p—Isnp=0+1-0=1

{w¢A

weA
{wEB — Ipup=Ia+Igp—Ipnp=1+1-1=1

{ wed Taog=Ia+I5—Targ=0+0-0=0

w¢ B

that is Taup(w) = T4 (w) + Ig(w) — Tanp (W)
(f) By (c) 14, =1 — 14,. Further by (d)

and again by (c):
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By Morgan rules from the basic set theory

Ul Ay =N A,

and the desired result holds.
(g) Directly implied by (f) (note that I4,14, = 0 for i # j)
(h)
(In —Ip)? =Ia+Ip —2Iang = Laup — IanB
Clearly the above equals 1 if and only if w € AU B and w ¢ AN B, which
is the definition of AAB.

Problem 1.2

1) X is a simple r.v. so by definition EX = P(w < 1/2) = 1/2. In the case of Y,
the Lebesgue integral

EY = /Q ¥ (w)d\(w)

coincides with the usual integral

1
EY = / s2ds = 1/3.
0

2) The distribution of X is

0 <0
Flz)=P(X<z)=41/2 0<z<1
1 r>1

S0
EX = / 2dF(z) = 0-AF(0) + 1- AF(1) = 1/2.
R
First find the distribution function of Y: for x < 0, G(z) = P(Y < z) = 0; for
x>0

Vo, x<1

G(m)zP(YSx):P(wQSx):P(wg\/5):{1 R

So 1 - 1t
EY:/sdGs:/sd Sz/s—ds:f/ Vsds = 1/3.
R =) 0 ve 0 2Vs 2 Jo /

Problem 1.3

The sequence Y,, starts with a string of b’s till the first occurrence of X,, = 0.
From this point on the sequence stays at the value a. Verify L.? convergence

B{(Y, - 0)} = (b — a)*P( 0y {Xk = 1}) = (b — a)?27" == 0,

This implies convergence in probability. The latter can be verified directly: for
b—a|l>e>0

P{Y, —a| > e} =P{Y, #a} =P(NMp_ {Xp =1}) =27" 2720,
2 EE, Tel Aviv University
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P-a.s. convergence is implied by the Borel-Cantelli Lemma, since

> P([Yn, —al =€) < o
n=1

Alternatively
P(lim Y, #a) = P(Ny>1{X, =1}) =

n—oo

P(mlgnoo ﬂnSm{Xn = 1}) = 7r}i—r>noo P(ﬂngm{Xn = 1}) = 'rr}gnoo 27" =0.

Problem 1.4
1. Use the elementary inequality (z + )2 < 222 + 2y? for any real x,y

E(aX, +bY, —aX —bY)? = E(a(X,, — X) +b(Y,, = V))? <
20*°E(X,, — X)? + 2*°E(Y,, - Y)

2 N—00

0

2. By the Jensen inequality
|[EX, - EX| < E|X, - X| < VE(X, - X)2 =0

3. Use the Cauchy-Shwartz inequality
|EXY — EX,Y,| < E|XY - X,,Y,| =
ElY(X —X,)+X(Y -Y,)— (X -X,)(Y -Y,)| <
EY(X - X[+ EIX(Y - Y,)|+ E|(X - X,,))(Y - Y,)| <
VEY2E(X — X,,))2 + VEX2E(Y —Y,)2+E(X — X,,)2E(Y —Y,)2 2220

The second statement is the particular case of the first.

4. Use the previous results

EV 2 lim EV, = lim EX,Y, = EXY.

n— oo n— oo

Problem 1.5

Note that
= = Ul —-un)
_ _ k_ _
Sy kaﬂZkkaﬂU =nl(U=1)+1(U#1)——

s0 {S, A~ U/(1-U)} ={U =1} and since P(U = 1) =0, S,, converges P-a.s. to
U/(1 —U). Convergence in probability follows from P-a.s. convergence.

Problem 1.6

B{|X, —al*} = B{| X, —an+a, —a|*} <2B{|X,, —a,*} +2E{|a, —al*} 2= 0.

3 EE, Tel Aviv University
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Problem 1.7
1.

1 n
i=1

Bl = 1/n*E Y306y = 1/nt > oli =)o = 0%/n "= 0

i=1 j=1 Jyi

which implies that lim,,_, . ptn, = 0 in L2.

2.
1 n 1 n n
Sn = HZ(& — pin)® = — {ng — 2, Y & -HW?L} =
=1 i=1 i=1
_ 1 ~ 2
So

— 1 - 2 2 _ 1 2 2\ _ 2
Esn_n_l{;m nEMn}—n_l{na o’} =0

Further E(S,, — ES,)? = ES2 — (ES,,)? and:
1 n n
ES? = WEZ Z(&' — 1n)?(&5 = pn)* (1.1)
i=1 j=1

Note that (& — 1,,) is a Gaussian r.v. By virtue of a well known formula ! we
obtain:

E(gz - Nn)z(gj - /Ln)2 = E(gz - Nn)zE(gj - ﬂn)z (1'2)
+2[E(& — pn) (& — )]

The last term in (1.2) is simplified:

E(fl - ﬂn)(gj - /Ln) = 0'25(1' - .]) + E:U‘i —E&pn, — Egjp’n =
= 0%(i—j)+o*/n—0o*/n—o*/n
= 0%(i—j)—a*/n (1.3)

Lfor a Qaussian vector X = [X1X2X3X4] with zero mean

EX1X2oX3X4 =EX1 Xo0EX3X4 + EX1 X3EX2 Xy + EX1 X4EX2 X3
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Combining (1.1), (1.2) and (1.3) we arrive at:

ES? — ZZE — )" E(& — pn)*+

n—l

+2Z Z (026(i — j) — o2/n)” § =

1

= ot DAES)?
20422 (5(173)— —6(i—j)+ 7112)} =
9 204 2 1,
= (ES,)*+ m_1) {n— n—i-ﬁn } =
20"
= (BS)" + —— (1.4)
Hence 4
Var(S,,) = nQi . =20

which implies lim,—.oc Sy, = 02 in L2.

3. Define Z; = £; — pun. Note that S), is an explicit functional of Z;, j = 1,...,n
Obviously, independence of {Zj}};l and p,, implies independence of S, and fi,.
The sequence Z; is Gaussian, so it suffices to show that:

EZjpn =0, 1<j5<n

which is easily verified

1 o?
EZ;in = E(&; — pn)pin = B&jpin — Epiyy = — 3 E&GE — — =0

Problem 1.8

First let us establish:
(€ =€) 0 (1.5)
Fix a constant C > 0 then
P([nn(n — )| > &) =P({na(én — &) > e} N {|nn] = C}}) +
AP ({1 (6n — O > e} N {lma| < C}) <
<P(lnm] > C) +P(Clén — €| > )
< P(|nn —nl > C/2) +P(|n| > C/2) +B(Cl&, — €] > ¢)
which implies that:
P(mn(fn - 5)‘ > 5) - IED(|77| > 0/2)7 n — oo
Since C' can be chosen arbitrary large, (1.5) holds.
The desired result follows

P{‘fnnn - 577| > 5} S P{Kn(ﬁn - 77)| > 5/2} + P{m(fn - g)l > 5/2}
5 EE, Tel Aviv University
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Problem 1.9

1. Using Chebyshev inequality, for any a € R and A € A C R

v
(e > a) = B(eX > ) < 20— v

- eXa
Minimizing the upper bound with respect to A gives
P(¢ > a) < MDen {v)=-ar} _ g=suprea {ar—v(V} _ ~I(a)

2. Let S, =Y _; &, then

VYn(N) := log Ee? Zka1én = og H Ee s = nap(N)
k=1
so that

1 n n
Pl = > ) > < e~ SUPxea ()\(na)—nw(A)) — —nl(a)

3.
(i) Let & be a Gaussian r.v. Since & has a symmetric distribution we have

P(‘lzék‘ >a> :P<1Z§k >a> —HP’(lZ&c < —a) =
nk:l nk:l nk:l
= 2P (ii5k2“> < 2e (@) (1.6)

k=1
In this case A = RT and 9(\) = logEe**t = 1/2)A%] so that for a > 0,
I(a) = sup (Aa — 1/2)\%) = a?/2
AERT
Note that S, is Gaussian with zero mean and variance 1/n. So in the special
case of Gaussian r.v. this result can be obtained directly, making use of well-
known bounds for integrals of Gaussian densities.
(ii) Let & be symmetric Bernoulli r.v. with values in {—1,1}. Due to symmetry
(1.6) holds.
¥(A) = log cosh(A)
so that
I(a) = sup {Aa —logcosh(\)} := sup H(A,a)
AER+ AER+
Note that H(0,a) =0 and if 0 < a < 1, for A >> 1, H(\,a) ~ Aa — A. Since
{NeRY: H(\a) >0} # 0 and H(),a) is differentiable

I(a) = H(tanh™*(a), a) = tanh™*(a)a — log cosh (tanhfl(a))
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