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Abstract

Typographic and visual information is an integral part of textual documents. Most informa-
tion extraction systems ignore most of this visual information, processing the text as a linear
sequence of words. Thus, much valuable information is lost. In this paper, we show how to
make use of this visual information for information extraction. We present an algorithm that
allows to automatically extract specific fields of the document (such as the title, author, etc.),
based exclusively on the visual formatting of the document, without any reference to the se-
mantic content. The algorithm employs a machine learning approach, whereby the system is
first provided with a set of training documents in which the target fields are manually tagged,
and automatically learns how to extract these fields in future documents. We implemented the
algorithm in a system for automatic analysis of documents in PDF format. We present experi-
mental results of applying the system on a set of financial documents, extracting nine different
target fields. Overall, the system achieved a 90% accuracy.

Keywords. Information Extraction, PDF Analysis, Text Analysis, Wrapper Induction

1 Introduction

Most information extraction systems [1, 2, 3, 4, 5] simplify the structure of the documents they
process by ignoring much of the visual characteristics of the document, e.g. font type, size and
location, and process the text as a linear sequence. This allows the algorithms to focus on the
semantic aspects of the document. However, valuable information is lost. Consider, for example,
an article in a scientific journal. The title is readily recognized based on its special font and location,
but less so based on its semantic content, which may be similar to the section headings. Similarly,
for the author names, section headings, running title, etc. Thus, much important information is
provided by the visual layout of the document. In this paper we present an information extraction
system that is based solely on the visual characteristics of the document, and show that this visual
information alone is sufficient to provide high accuracy extraction, for specific fields (e.g. the title,
author names, publication date, etc.). We note that the visual approach provided by this paper is

∗An preliminary description of this work appeared in [28]
§Corresponding author.
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not aimed at replacing the semantic one, but rather on complementing it. It can also function as
a preprocessor or a converter to other systems.

We provide a general algorithm which allows to perform the IE task based on the visual layout
of the document. The algorithm employs a machine learning approach whereby the system is first
provided with a set of training documents in which the desired fields are manually tagged. Based
on these training examples the system automatically learns how to find the corresponding fields in
future documents.

Problem Formulation. A document D is a set of primitive elements D = {e1, . . . , en}. A
primitive element can be a character, a line, or any other visual object, depending on the document
format. A primitive element may have any number of visual attributes, such as font size and type,
physical location, etc. The bounding box attribute, which provides the size and location of the
bounding box of the element, is assumed to be available for all primitive elements. We define an
object in the document to be any set of primitive elements.

The Visual Information Extraction (VIE) task is as follows. We are provided with a set of target
fields F = {f1, . . . , fk}, to be extracted, and a set of training documents T = {T1, . . . , Tm} wherein
all occurrences of the target fields are tagged. Specifically, for each target field f and training
document T , we are provided with the object f(T ) of T that is of type f (f(T ) = ∅ if f does not
appear in T ). The goal is that when presented with an un-tagged query document Q, to correctly
tag the occurrences of the target fields that exist in Q (not all target fields need be present in each
document).

Results and Paper Organization. We present a general framework and algorithm for the VIE
task. We show that the VIE task can be decomposed into two subtasks. First, for each document
(both training and query) we must group the primitive elements into meaningful objects (e.g. lines,
paragraphs, etc.), and establish the hierarchical structure among these objects. The details of this
stage are explained in Section 2. Then, in the second stage, the structure of the query document
is compared with those of the training documents to find the objects corresponding to the target
fields. This stage is detailed in Section 3.

We also show how to improve the results by introducing the notion of templates which are
groups of training documents with a similar layout (say, articles from the same journal). Using
templates we can identify the essential features of the page layout, ignoring particularities of any
specific document. Templates are detailed in Section 3.2.

We implemented the system for a VIE task on a set of documents containing financial analyst
reports. The documents were in PDF format. Target fields included the title, authors, publication
dates, and others. The implementation and the results are detailed in Section 4.

1.1 Related Work

Information extraction (IE) from written text is an area of much research and significant results.
Information extraction is a subfield of natural language processing that is concerned with iden-
tifying predefined types of information from text. Much of the work on information extraction
was driven by the Message Understanding Conferences (MUC) [1, 2, 3, 4, 5], which provided a
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uniform framework for the evaluation and comparison of different approaches and systems. There
are multiple different tasks within the general task of IE. In MUC-7, for example, five tasks have
been defined:

1. Named Entity (NE) Extraction: Tagging of specific entities mentioned in the text, e.g. person,
organization, geographic location, etc.

2. Co-reference Resolution: Identification of distinct noun-phases within the text that refer to
the same entity.

3. Attribute Assignments (also called Template Elements (TE)): Determining the different at-
tributes of a given entity. For an entity of type person, for example, attributes include:
“descriptor” (captain, Dr., etc.), and “category” (military, academic, etc.).

4. Relations Extraction (also called Template Relations (TR)): Determining the relations be-
tween elements, as indicated by the text (e.g. an “Employment” relation, consisting of slots
for employer, employee, and position).

5. Scenario Extraction: Extraction of scenarios, which are events, possibly described over mul-
tiple text locations.

Traditionally, IE systems, including all those in the MUC evaluations, base the extraction on
the content of the text itself. In fact, the MUC data was provided in raw ASCII format, with
essentially no physical layout information. In this paper, in contrast, we base the extraction solely
on the physical layout of the text.

Extraction from structured and semi-structured text is frequently performed using wrappers
[22], most commonly for extraction from world-wide-web sources. A wrapper is a procedure for
the extraction of specific information from a specific data source. The output of the wrapper is
provided in a predefined structured format (typically a database schema). Wrappers are commonly
used by software agents [15, 17, 29]. A wrapper consists of a set of rules that determine how to
identify the relevant information, based on the structure of the source.

Developing tools to facilitate wrapper generation has been the subject of much research (see
[13]). To aid with manual creation of wrappers special tool-kits have been developed [19, 26].
Graphical interfaces for semi-automatic wrapper generation allow for interactive visual definition
of wrappers (see [8, 10]). Machine learning techniques have been employed extensively for the auto-
matic generation of wrappers (also called wrapper induction), using a multitude of techniques (see
[21, 20, 24]). Several of the algorithms allow the handling of both semi-structured and unstructured
text [30, 11, 16].

The system described in this paper can also be viewed as a type of automatic wrapper generator.
However, the system is fundamentally different from traditional wrappers. Traditional wrappers
operate on the textual representation of the document, e.g. the HTML document, and base the
extraction on clues provided by this representation, e.g. the HTML tags. Our visual extraction
system, in contrast, bases its extraction on the actual visual appearance of the document (as
generated by the textual representation). To see the difference, consider, for example, a specific
physical layout of a document. This physical layout can be generated in multiple different ways
in PDF (two column text, for example, can be provided column by column or line by line). Using
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traditional wrappers, these two representation would necessitate two different wrappers. Our visual
extraction system, in contrast, operates on both representation identically, since they both represent
the same visual layout.

Several works consider analysis of PDF documents. The AIDAS system [7] is designed to
automatically index technical manuals provided in PDF form. The system determines the logical
structure of the document (sections, item lists, titles, etc.) using a bottom-up process combined
with the use of top-down (shallow) grammars. Lovegrove and Brailsford [23] describe a system
for analysis of PDF documents based on the blackboard method. Futrelle et al. [18] describe a
system for analysis of diagrams in PDF documents, using support vector machines. Chao, Beretta
and Sang [12] describe a system for the analysis of PDF documents aimed at reuse of its logical
elements.

Logical structure analysis and document understanding for documents available in raster format
has been studied extensively. Most of these systems are based on rules (or grammars) that represent
apriori knowledge on the overall logical structure of document. In this case the main challenge is
to correlate between this apriori structure and the raster information. Several systems for raster
document analysis use machine earning techniques. The system developed as part of the WISDOM
project is of special interest in this regard (see [14, 6, 9]). The WISDOM++ system accepts
a scanned document as input and transform it into rich XML format. The processing of the
document in WISDOM++ involves several steps. The document understanding step is analogous
to the task we consider here. The WISODOM++ system employs a machine learning approach to
document understanding. This is achieved by automatically learning a set of rules, using first-order
learning systems. The descriptions of both layout structures and models are given in a suitably
defined first-order language, with functions expressing unary properties, such as height and length,
and binary predicates and function expressing interrelationships among layout components (e.g.,
contain, on-top, and so on). The rules are learned from the training data and applied to the test.
Our system, in contrast, does not operate by learning the specific rules pertaining to the individual
objects, but rather by attempting to match the overall structure of the training examples to that
of the test document.

Learning techniques have also been used extensively in the general theory of computer vision,
and for visual object recognition in particular (see [27, 25]). The problem we consider here is on
the one hand more restricted, as we consider only textual documents, but on the other hand also
more demanding, as the differences between the fields may be subtle.

2 Structural Layout Analysis

Recall that a document is a set of primitive elements, such as characters, figures, etc. The objects
of a document are sets of primitive elements. Target fields, in general, are objects. Thus, the first
step in the Visual IE task is to group the primitive elements of the documents into higher-level
objects. The grouping should provide the conceptually meaningful objects of the document, such
as paragraphs, headings, footnotes, etc. For humans, the grouping process is easy, and is generally
performed unconsciously based on the visual structure of the document. The goal is thus to mimic
the human perceptual grouping process. This process is often called structural layout analysis.
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2.1 Problem Formulation

We model the structure of the objects of a document as a tree, where leaves are primitive elements
and internal nodes are composite objects. We call this structure the O-Tree (Object-Tree) of the
document. The O-Tree structure creates a hierarchal structure among objects, where higher-level
objects consist of groups of lower-level objects. This hierarchal structure reflects the conceptual
structure of the document, where objects such as columns are groups of paragraph, which, in turn,
are groups of lines, etc. The exact levels and objects represented in the O-Tree are application and
format dependent. For an HTML document, for example, the O-Tree may include objects repre-
senting tables, menus, text body, etc., while for a PDF documents the O-Tree may include objects
representing paragraphs, columns, lines, etc. Accordingly, for each file format and application we
define the Type Hierarchy, H, which determines the set of possible object types, and a hierarchy
among these objects. Any Type Hierarchy must contain the type Document, which must be at
the root of the hierarchy. When constructing an O-Tree for document, each object is labelled by
one of the object types defined in the Type Hierarchy, and the tree structure must correspond to
the hierarchical structure defined in the hierarchy.

Formally, an Type Hierarchy, H, is a labelled rooted DAG (Directed Acyclic Graph), such that:

• The leaf nodes contain all the possible types for primitive elements.

• Internal nodes contain all the possible types for composite objects.

• The root node is the type Document.

• For types x and y, type y is a child of x if an object of type x can (directly) contain an object
type y.

For a document D = {e1 . . . , en} and an Type Hierarchy H, an O-Tree of D according to H is
a tree, O, such that:

• The leafs of O consist of all primitive elements of D.

• Internal nodes of O are objects of D.

• If X and X ′ are nodes of O (objects or primitive elements) and X ⊂ X ′ then X ′ is an ancestor
(or parent) of X.

• Each node X is labelled by a label from H, denoted label(X).

• If X ′ is a parent of X in T then label(X ′) is a parent of label(X) in H.

• label(root) = Document.

2.2 Algorithm

Given a document, we construct an O-Tree for the document. In doing so, we wish to construct
objects best reflecting the true grouping of the elements into “meaningful” objects (e.g. paragraphs,
columns, etc.). In doing so we rely solely on the physical representation of the document and not
on any hidden tags that the document may contain (i.e. we do not rely on XML, HTML or PDF
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tags describing the nature of the object, such as “Header”, “Title”, etc.). When constructing an
object we see to it that:

• The elements of the objects are within the same physical area of the page. Specifically,
we require that any object n the O-Tree is connected, i.e. for an object X, it cannot be
decomposed into two separate objects X1 and X2, such that any line connecting X1 and X2

necessarily crosses an element in a different object.

• The elements of the object have similar characteristics (e.g. similar font type, similar font
size, etc.). Specifically, we assume the existence of fitness function fit(·, ·), such that for any
two objects X and Y , where label(Y ) is child of label(X), fit(Y,X) provides a measure of how
fit is Y as an additional member to X (e.g. if X is a paragraph and Y a line, then how similar
is Y to the other lines in X). We add Y to X only if fit(Y, X) is above some threshold value,
γ. The exact nature of the function fit(·, ·) and the threshold value are format and domain
dependent.

Given these two criteria, we construct the O-Tree in a greedy fashion, from the bottom up,
layer by layer. In doing so, we always prefer to enlarge existing objects of the layer, starting with
the largest object. If no existing object can be enlarged, and there are still “free” objects of the
previous layer, a new object is created. The procedure completes when the root object, labelled
Document is completed. A description of the algorithm is provided in Figure 1.

3 Structural Mapping

Given a Visual Information Extraction task, we first construct an O-Tree for each of the training
documents, as well as for the query document, as described in the previous section. Once all the
documents have been structured as O-Trees, we need to find the objects of Q (the query document)
that correspond to the target fields. We do so by comparing the O-Tree of Q, and the objects
therein, to those of the training documents. This we perform in two stages. First we find the
training document that is (visually) most similar to the query document. Then, we map between
the objects of the two documents to discover the targets fields in the query document.

3.1 Basic Algorithm

Document Similarity. Consider a query document Q and training documents T = {T1, . . . , Tn}.
We seek to find the training document Topt that is visually most similar to the query document.
We do so by comparing the O-Trees of the documents. In the comparison we only concentrate on
similarities between the top levels of O-Tree. The reason is that even similar documents may still
differ in the details.

Let O(Q) and O(T1), . . . , O(Tn), be the O-trees of the query document and the training doc-
uments, respectively, and let H be the Type Hierarchy. We define a subgraph of H, called the
Signature Hierarchy and denoted by S, consisting of the types in H that determine features of the
global layout of the page (e.g. columns, tables). The exact types included in the signature are
implementation dependent, but, in general, the signature would include the top one or two levels
of the Type Hierarchy. For determining the similarity between objects we assume the existence
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Input: D - Primitive elements of a document
Output: O-Tree for D

1 For each type t ∈ H do
1. let level(t) be the length of the longest path from t to a leaf
2. Let h = level(Document)
3. Objects(0) ← D

4. For i = 1 to h do
5. Objects(i) ← ∅
6. free ← Objects(i− 1)
7. While free 6= ∅ do
8. Foreach X ∈ Objects(i) in order of descending size do1

9. Foreach Y ∈ free in order of increasing distance from X do1

10. If Y is a neighbor of X and fit(Y,X) ≥ γ then
11. X ← X ∪ Y

12. make Y a child of X

13. Remove Y from free
14. Break (goto line 7)
15. Foreach t ∈ H such that level(t) = i do
16. if Objects(i) does not include an empty object of type t

17. Add an empty set of type t to Objects(i)2

18. end while
19. Remove empty objects from Objects(i)
20. end for
21. return resulting O-Tree

1Break ties randomly.
2Empty objects have size zero, and are neighbors, with maximum distance, of all other objects.

Figure 1: Constructing the O-Tree
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of a similarity function sim(X, Y ), which provides a measure of similarity between objects of the
same type, based on the object characteristics such as size, location, fonts, etc. (sim(X, Y ) is
implementation dependent).

Given a query document Q and a training document T , for each object X in the signature of T

we find the object X ′ of Q (of the same type as X) that is most similar to X. We then compute the
average similarity for all objects in the signature of T to obtain an overall similarity score between
Q and T . We choose the document, Topt, with the highest similarity score. A description of the
procedure is provided in Figure 2.

Input: Q, T1, . . . , Tn, and their respective O-trees
Output: Topt (training document most similar to query document)

1 for i = 1 to n do
1. total ← 0
2. count ← 0
3. Foreach t ∈ S do
4. Foreach X ∈ O(Ti) of type t do
5. s(X) ← max{sim(X, X ′) | X ′ ∈ O(Q), X ′ of type t}
6. total ← total + s(X)
7. count ← count + 1
8. score(i) ← total/count
9. end for
10. opt ← argmax{score(i)}
11. return Topt

Figure 2: Finding the most similar document

Finding the Target Fields. Once the most similar training document, Topt, has been deter-
mined, it remains to find the objects of Q that correspond to the target fields, as tagged in the
document Topt. We do so by finding, for each target field f , the object within the O-Tree of Q that
is most similar to f(Topt) (the object in O(Topt) tagged as f). Finding this object is done in an
exhaustive manner, going over all objects of O(Q). We also make sure that the similarity between
this object and the corresponding object of Topt is above a certain threshold, α, or else we decide
that the field f has not been found in Q (either because it is not there, or we have failed to find
it). A description of the procedure is provided in Figure 3.

Note that the tagging of the training documents is performed prier (and independently) to the
construction of the O-trees. Thus, tagged objects need not appear in the O-tree. If this is the case,
line 2 sees to it that we take the minimal object of O(Topt) that fully contains the tagged object.
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Input:
• Q, Topt (and their respective O-trees)
• {f(Topt) | f ∈ F} (target fields in Topt)
Output: {f(Q) | f ∈ F} (Target fields in Q)

1 Foreach f ∈ F do
1. Let f̄(Topt) ∈ O(Topt) be minimal such that f(Topt) ⊆ f̄(Topt)
2. f(Q) ← argmax{sim(f̄(Topt), X) | X ∈ O(Q), X of type t}
3. if sim(f̄(Topt), f(Q)) < α then f(Q) ← ∅

Figure 3: Finding the Target Fields

3.2 Templates

The above algorithm is based on finding the single most similar document to the query document,
and then extracting all the target fields based on this document alone. While this provides good
results in most cases, as we shall see in Section 4, there is the danger that particularities of any
single document may reduce the effectiveness of the algorithm. To overcome this problem we
introduce the notion of templates, which allow to compare the query document to a collection of
similar documents. A template is a set of training documents that have the same general visual
layout, e.g. articles from the same journal, web pages from the same site, etc. The documents in
each template may be different in details, but share the same overall structure.

Using templates, we find the template that is most similar to the query document (rather than
the document most similar). We do so by, for each template, averaging the similarity scores between
the query document and all documents in the template. We then pick the template with the highest
average similarity. Once the most similar template is determined, the target fields are provided by
finding the object of Q most similar to a target field in any of the documents in the template. A
description of this stage is provided in Figure 4.

4 Experimental Results

We implemented the system for Visual Information Extraction, as described above, on documents
that are analyst reports from several leading investment banks.

The Data. The data consisted of a total of 285 analyst reports from leading investment banks: 71
from BearSterns, 29 from CSFB, 26 from Dresdner, and 159 from Morgan Stanley. All documents
were in PDF format. The documents were clustered into 30 templates: 7 in the Bear Sterns data,
4 in the CSFB data, 5 in the Dresdner data, and 14 in the Morgan Stanley Data. All documents
were manually tagged for the target fields. The target fields included the following fields: Author,
Title, Subtitle, Company, Ticker, Exchange, Date, Geography, Industry Info. Not
all documents included all target fields, but within each template, documents had the same target
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Input:
• Q and its O-Tree
• Topt = {T1, . . . , Tk} (most similar template) and respective O-Trees
• {f(T ) | f ∈ F, T ∈ Topt} (target fields in Topt)
Output: {f(Q) | f ∈ F} (Target fields in Q)

1 Foreach f ∈ F do
1. Foreach T ∈ Topt do
2. Let f̄(T ) ∈ O(T ) be minimal such that f(T ) ⊆ f̄(T )
3. XT ← argmax{sim(f̄(T ), X) | X ∈ O(Q), X of type t}
4. s(T ) ← sim(f̄(T ), XT )
5. if max{s(T ) | T ∈ Topt} ≥ α then
6. Tmax ← argmax{s(T ) | T ∈ Topt}
7. f(Q) ← XTmax

8. else f(Q) ← ∅

Figure 4: Finding the Target Fields with Templates

fields. The dataset is available on line at www.cs.biu.ac.il/∼aumann/datasets/KAIS05.zip .

Implementation. The Type Hierarchy (H) used in the system is provided in Figure 5. The
Signature Hierarchy contained the objects of type column and paragraph. The implementation
of the fitness function fit(·, ·) (for the fitness of one object within the other) takes into account the
distance between the objects and the similarity in fonts. For the fitness of a line within an existing
paragraph, it also takes into account the distance between lines. The similarity function sim(·, ·),
measuring the similarity between objects in different documents, is based on similarity between the
sizes and locations of the respective bounding boxes.

Results. Tests were performed using five-fold cross validation. In each template the documents
were randomly divided into five subsets. We then performed five tests as follows. In each test, for
each template, one of the five subsets served for training and the other four were used for the test.
(Of course, all test documents were placed together, without distinction of the source template; it
was up to the algorithm to determine the right template.) We measured the performance of the
system with the basic algorithm (Section 3.1) and with the use of templates (Section 3.2). The
overall average recall and precision values are provided in Figure 6. On the whole, the introduction
of templates improved the performance of the algorithm, increasing the average accuracy from 83%
to 91%. We note that for both algorithms the recall and precision values were essentially identical.
The reason is that for any target field f , on the one hand each document contains only one object
of type f , and, on the other hand, the algorithm marks one object as being of type f . Thus, for
every recall error there is a corresponding precision error. The slight difference that does exist
between the recall and precision is due to the cases where the algorithm decided not to mark any
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Figure 6: Overall average recall and precision rates for basic algorithm and for algorithm using
templates.

element, in which case there is a recall error but not a precision error.
Some target fields are harder to detect than others. Figure 7 provides the accuracy rates for the

different target fields. It is interesting to note that while the introduction of templates improves the
accuracy in most cases, there are some target fields for which it reduces the accuracy. Understanding
the exact reasons for this, and how to overcome such problems, is a topic for further research.

Performance. The system was implemented in C++, on a Microsoft Windows platform. We
measured the performance of the system using a laptop with a Pentium-4 1.7 GHZ Centrino pro-
cessor, with 1 GB of RAM. Figure 8 shows the performance of the system, in seconds per test
document, as a function of the number of training documents. As can be seen, the time complexity
is essentially linear in the number of training documents. This is expected, since the comparison
with the test document is performed separately for each training document. Figure 9 depicts the
performance of the system, in seconds per test document, as a function of the number of templates.
Here too, the time complexity was linear in the number of templates, though with a much flatter
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Figure 8: Time complexity as a function of the number of training documents. Time provided for
single test document.

curve. This is again expected, as there is an additional overhead for determining the similarity
score for each template, but this process is relatively fast. Throughout, the performance was linear
in the number of test documents.

5 Discussion

Typographic and visual information is an integral part of textual documents. All but the most basic
document formats provide for extensive representation of visual information (font sizes and types,
indentations, etc.). The importance of the visual formatting is not only to please the eye. Rather,
the visual information supplements the textual one, providing visual clues as to the meaning and/or
role of the different parts of the document. The clues can be typographic (e.g. italization), location
based (e.g. indentation), or any other form of visual representation (e.g. putting an important
piece of text within a box). The text itself, without its visual formatting, is much more difficult
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Figure 9: Time complexity as a function of the number of templates. Time provided for single test
document.

to understand. Accordingly, we believe that it is important to consider the visual formatting when
analyzing textual documents.

In this paper we show how the visual formatting can be efficiently used to extract specific
fields, such as the title, subtitle, author names, etc., from textual documents. The algorithm
we present employs a machine learning approach, whereby the system is provided with training
documents wherein the target fields are manually tagged, and automatically learns how to extract
these fields in future documents. We present experimental results in implementing the system for
PDF documents, achieving accuracy levels of 90%.

The algorithm and system presented in this paper rely exclusively on the visual appearance,
totally ignoring the semantic content. In this respect the approach is opposite to most information
extraction systems, which focus only on the sematic content. The results presented here show that
the visual information is sufficiently rich to allow for highly accurate extraction of specific fields.
Furthermore, we show that the specific visual clues of each target field can be automatically learned
by the system.

Clearly, the visual approach presented here also has its limitations. First and foremost, the
visual approach can only capture fields with distinct visual characteristics, such as the title, authors,
publication date, etc. Semantic elements mentioned within the running text, such as people names,
locations, etc., clearly cannot be detected by the visual approach. In addition, the learning process
presented here only works for features and structures that have a relatively high level of consistency
among documents, such as title, author, etc. The method would be less applicable to structures
with a high level of variations between documents.

Ultimately, we believe that a complete solution for information extraction should make use of
the entire spectrum of available information: semantic, syntactic and visual. In such a system,
the visual approach presented here would be one of the components in a combined, integrated
approach. The development of such a system is left for future research. We note that Barardi et
al [9] describe an integrated approach based on the WISDOM system.
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