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Abstract

In this paper we analyze a principal’s optimal monitoring strategies

in team environment. In doing so we study the interaction between

formal monitoring and informal (peer) monitoring. We show that if

the technology satisfies complementarity, peer monitoring substitutes

for the principal’s monitoring. However, if the technology satisfies

substitution, the principal’s optimal monitoring is independent of the

peer monitoring. We also show that if the technology satisfies com-

plementarity, then the principal in the optimal contracts will monitor

more closely than in the case of substitution.

Teamwork is widespread in both for profit and non-profit organizations.

Osterman [9] estimates that self-directed teamwork is present in 54 percent of

American organizations. Team production implies a variety of technological

characteristics that differ from other structures of organization. One of the
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main features of team production is that individual success and rewards are

strongly, though not exclusively, determined by the aggregate success of the

group. This feature arises mostly from the fact that individual efforts or

performance are hard to evaluate because of the nature of the production

process and the fact that there is no clear allocation of tasks among the

agents. This moral hazard effect in teams is expected to make incentive

mechanisms more expensive than in other organizational structures because

no conditioning on individual efforts or performance is allowed.

To lower this excessive cost of incentives, organizations often resort to two

types of monitoring regimes. The first one is formal, noisy, and costly, con-

ducted by the organization itself either directly (as in employees punching in

and punching out) or through a supervisor who fills out periodic evaluation

reports. The second type of monitoring is spontaneous and random on the

one hand, but more accurate on the other. This monitoring is typically done

by other agents who collect information about their peers. Peer monitoring

is random as it requires a nexus of events that provide information about

agents’efforts. They are very often more accurate since once the monitor-

ing opportunity is available peers receive more detailed information and are

better than the principal at interpreting it. Furthermore, peer information

is costless in that it is a by-product of working together in a team. Finally,

unlike formal monitoring which can affect agents’benefits through contract-

ing, peer monitoring cannot affect agents’benefits directly, yet it does so

indirectly as it affects the incentives of other agents to exert effort and thus

the success of the team.

The purpose of this paper is to study the role of monitoring in teams and

in particular the interaction between formal monitoring and informal peer

monitoring. We shall consider a sequential production process and model

peer monitoring by means of a probability q under which player i observes

the effort of player j, where i acts after j (with independence across pairs).

We shall also refer to q as the level of transparency within the team as it

indicates the propensity with which agents can monitor their predecessors.

In contrast, formal monitoring by the principal is modeled as a signal of the

level of effort undertaken by agents which the principal can purchase at a

cost. The contract can make contingencies on the outcome of this signal,
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which is noisy, as this outcome is affected by events that have nothing to do

with the agents’level of effort.

Our analysis draws a sharp distinction between technologies that satisfy

complementarity (super-modularity) and ones satisfying substitution (sub-

modularity). We shall show that under complementarity peer monitoring

serves as a substitute for formal monitoring, i.e., the higher the transparency

among peers, the smaller the set of agents that the principal chooses to

monitor directly. This substitution between the two types of monitoring is

somewhat surprising as peer monitoring reveals nothing to the principal1 and

even if it did the principal could not offer contracts that make contingencies

on the outcomes of peer monitoring. We shall also show that when the

principal decides to monitor a particular agent j he must also monitor all the

agents who succeed agent j. Both these results build strongly on the implicit

incentive to exert effort that is generated by the complementarity property

of the technology. Under complementarity, and for a fixed set of rewards,

an agent’s incentive to exert effort increases the more other players exert

effort. This generates a credible threat to shirk as a response to shirking by

one’s peers. This threat serves as an implicit safeguard that is more effective

with more transparency and less effective with late players than with early

players (who have much more to lose from the domino effect triggered by

their shirking). The stronger the implicit safeguard is, the less the principal

needs to use formal monitoring. This will also imply that it is optimal for the

principal to monitor later agents more closely than the first agents. We will

come back to this intuition later. In contrast to the case of complementarity,

under substitution the principal’s strategy of monitoring is invariant with

respect to the level of transparency in the organization. This is because under

the optimal scheme of rewards the threat of shirking in response to observing

one’s peers shirking is no longer credible. If a player prefers exerting effort to

shirking under the belief that all the other players are exerting effort, then

all the more so when he observes some of them shirking.

The literature on incentive provision in teams investigates different as-

1Deb, Li, and Mukherjee [4] analyzed a problem of repeated contracting with peer

monitoring. However, they allowed for the agents’ compensation to be conditioned on

peer reports.
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pects of monitoring. Alchian and Demsetz [1] argue in a seminal paper that

the capitalist firm resolves the moral hazard problem in teams by assigning

a specialized agent from within the team to monitor the rest of the agents.

The central agent is motivated to monitor by the fact that he obtains the

team revenue net of the obligations that he has to the remaining members of

the team. Miller [8] and Strausz [12] illustrate how monitoring can help to

overcome the classical impossibility result of Holmstrom [5] of moral hazard

in teams. Baliga [3] shows that the presence of a monitor can reduce the

set of equilibria in the environments with private information. McAfee and

McMillan [7] show that once we have adverse selection on top of moral haz-

ard monitoring stops being effective in reducing the principal’s cost. In the

standard principal-agent environment, Strausz [11] illustrates that the dele-

gation of monitoring can have a positive effect on incentive provision and can

serve as a commitment device for monitoring strategy. Rahman [10] analyzes

incentive provision to the monitor in a team environment. Peer monitoring

is discussed in Winter [15], which study the effect of the organization’s in-

ternal transparency on the principal’s revenue. Recently Bag and Pepito [2]

extended the study to a dynamic framework. Yet, these papers do not an-

alyze the interplay between formal monitoring by a principal and informal

monitoring by peers. Varian [13] analyzed an optimal choice of monitor. In

particular, he assumed that there are monitors who lower the costs of the

optimal action and monitors who raise the cost of the suboptimal action. It is

shown that the principal is better off hiring a monitor who lowers the cost of

the optimal effort as it alleviates both the incentive compatibility constraint

and the participation constraint of the agent. In addition, the paper provides

other rationales for peer monitoring, such as mutual insurance.

The structure of the paper is as follows. Section 2 presents the model.

Section 3 characterizes optimal compensation schemes and monitoring poli-

cies. Section 4 compares the monitoring intensities of different technologies.

The Appendix contains proofs omitted from the text.
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1 The Model

A set N of n agents collectively manages a project as a team. Each agent

has to decide whether to exert effort/invest in the performance of his tasks

or not. Henceforth we interchangeably use the term investment to mean the

action of exerting effort. The technology of the organization maps a profile

of effort decisions into a probability of the project’s success. For a group

M ⊆ N of investing agents the probability that the project will succeed is

P (M). Throughout the paper we assume that P is increasing in the following

simple sense: if T ⊂M , then P (T ) < P (M).

We will also make the distinction between technologies satisfying com-

plementarity and those satisfying substitution (both with respect to agents’

inputs). Specifically, we say that P satisfies complementarity if the following

condition holds:

P (T ∪ {i})− P (T ) < P (M ∪ {i})− P (M) for T ⊂M and i /∈M.

We say that p satisfies substitution if

P (T ∪ {i})− P (T ) ≥ P (M ∪ {i})− P (M) for T ⊂M and i /∈M.

In the case of symmetric agents, that is, P (L) = P (L′) whenever |L| =
|L′|, complementarity is equivalent to the requirement that P (n+ 1)− P (n)
increases, while substitution requires this expression to decrease.

We assume that agents move sequentially in making their effort decisions

and performing their tasks. The cost of effort of agent j is ej. Without

loss of generality we assume that agents are indexed according to the order

of moves. At period j, before agent j has made his effort decision, a ran-

dom event occurs that determines who among j’s predecessors, denoted by

Fj = {1, 2, ..., j− 1}, can be observed by j in a way that his effort decision is
revealed. We assume that agent i ∈ Fj is observed by j > i with probability

q > 0 and that observability is statistically independent across players in Fj.

Peer monitoring in our model is informal and occasional. It is informal in

the sense that this information is not leaked to the principal and therefore

the principal cannot make his contract contingent on the outcome of peer

monitoring. Precisely because peer monitoring is informal and not institu-

tional we would like to think of it as an outcome of a random process. This

randomness reflects the fact that monitoring opportunities are imperfect.
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This imperfection may arise from a variety of organizational features: the

architecture of the workplace may impede perfect observation among peers.

The lack of suffi cient overlap in working hours among peers may result in a

similar imperfection. Finally, social aspects may introduce stochastic con-

straints on the degree of interaction among peers and thus on the possibility

of monitoring. We note that our assumption of a constant probability of

monitoring across all pairs is not essential and is taken only for the sake of

simplifying the notations. All our results apply to the more descriptive model

in which this probability can vary across different pairs of agents. Internal

monitoring gives rise to an information structure in the effort game. Any

strategic environment in which players possess some information about the

actions of others requires the game to be modeled as an extensive form game

and any extensive form game implicitly assumes some order of moves. The

full sequentiality of our model simply reflects the fact that exerting effort is

modeled as a single action. An alternative model in which effort exertion by

an agent is gradual and involves multiple actions is more complex to analyze

but is unlikely to deliver any additional insight. The results of such a model

will be quantitatively the same.

While we assume monitoring opportunities to be stochastic we also as-

sume that once the monitoring opportunity is available peer monitoring is

accurate. This reflects the idea that peers can interpret signals regarding

each other’s effort better than the principal can. This is clearly the case if

the agents are engaged in the same production process and are performing

similar tasks. But even agents who perform quite different tasks are part of

a rich network of peers from which they can potentially extract information

and from which the principal is typically excluded.

In addition to internal monitoring among agents, the principal can mon-

itor agents for their effort decision. However, in contrast to peer monitoring

which is random and accurate, monitoring by the principal is strategic and

noisy. Specifically, each agent can be monitored by the principal at a cost

c (π) through signals with quality π. This means that the principal’s type 1

and type 2 errors have a probability (1 − π) (again the uniformity of both
c and π is without loss of generality). We assume that π ∈ [1/2, 1]. Since
π = 1/2 corresponds to no-monitoring, we assume that c (1/2) = c′(1/2) = 0,
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and c′ (π) > 0 and c′′(π) > 0 for π ∈ (1/2, 1). Finally, in addition to the
information revealed through monitoring, the principal is always costlessly

informed about the outcome of the project.

The principal offers a contract to the agents to induce them to exert effort.

The contract is designed and offered ex-ante before any agent makes his effort

decision. The principal decides on the monitoring levels in advance and

the chosen monitoring precisions are revealed to the agents.2 The contract

can make contingencies on the monitoring outcome of the agent as well as

the project’s outcome. Specifically, a contract to agent j is a 4-tuple vj =

(ve,sj , vne,sj , ve,fj , vne,fj ) specifying payments under each monitoring signal (e for

effort and ne for no-effort) and each outcome of the project (s for success

and f for failure).3 We adopt the standard assumption of limited liability

which means that all these payments are nonnegative. For a mechanism

v(q) = (v1, ..., vn) we denote by G(v) the underlying sequential game among

the players. Player j’s pure strategy in this game is a function sj : 2M(j) −→
{0, 1}, where M(j) is the set of players whose effort has been observed by
agent j. A mechanism v is said to be incentive-inducing (IIN) if there exists a

perfect Bayesian equilibrium of G(v) in which all players exert effort. We say

that v is an optimal incentive-inducing mechanism if it is an IIN mechanism

and there exists no other IIN mechanism with a smaller expected payment

by the principal. Our assumption that the principal wishes to incentivize the

entire set of agents should be viewed as the crucial step of the more general

problem in which the principal maximizes his net payoff, i.e., the difference

between the expected benefit from the successful completion of the project

and the cost of incentivizing the optimal group of agents. Thus we are mainly

2Alternatively, we can assume that the principal commits in advance to the monitoring

precision. Otherwise, it is not sequantially rational for the principal to monitor the agents.
3The principal can further increase his utility by conditioning the payment to agent j

on the monitoring outcome of all the later agents or on the reports of the later agents.

However, we design the contract to be simple in the sense that it is based only on the

results of the whole project and on the results of the personal monitoring. In addition to

its simplicity, it guarantees that the contract is not based on contingencies that are hard to

verify. Moreover, contracts that condition the compensation of agent j on the monitoring

outcomes of some other agents may not be applicable in many situations. Therefore, we

do not consider these types of payment schemes here.
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concerned with the properties of the optimal contracts offered to the optimal

group and not so much with the problem of selecting the optimal group.

2 Optimal Monitoring Schemes

We start this section by showing that under complementarity peer monitoring

can serve as a substitute for direct monitoring by the principal. Proposition

1 asserts that as the organization becomes more transparent in terms of mon-

itoring opportunities among peers, the principal will monitor the agents with

lower precisions. We find this result particularly surprising given the different

nature of peer monitoring and monitoring by the principal namely, formal

vs. informal and strategic vs. random. In particular, in spite of the fact

that none of the information available to peers leaks to the principal, greater

transparency among peers reduces the incentive of the principal to moni-

tor the agents directly. The basic intuition behind this result is that with

increasing transparency the implicit incentive to exert effort grows. This in-

centive arises from the fact that the success of the project induces benefits to

agents beyond the benefits that can be attained by a positive effort signal to

the principal. Since the technology is one of complementarity it implies that

players can credibly threaten each other (in equilibrium) that they will not

exert effort if they encounter someone else shirking. This credible threat has a

similar effect as in direct monitoring and makes the latter partly dispensable.

Proposition 1 Assume that the technology P satisfies complementarity. If

q1 > q2 then π1j ≤ π2j for every agent j < n, where πij is a monitoring

precision of agent j if the quality of the peer monitoring is qi. The equality

may hold only if π1j = 1.
4 For the last agent π1n = π2n.

To prove the proposition above we shall make use of three lemmata that

characterize some properties of the optimal IIN mechanism. The first two

lemmata characterize the optimal compensation scheme for an arbitrary

agent conditional on the principal’s monitoring strategy, while the third

lemma uses the property of technological complementarity to show that for

4Alternatively, in order to exclude the corner solution we can assume that c(1) =∞.
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any fixed monitoring policy of the principal better peer-review technology

implies a higher probability of the failure of the project if agent j shirks,

while all the other agents play the equilibrium strategies.

In deriving the optimal payments of agent j in any IIN mechanism, we

keep fixed the payment scheme and the monitoring of all the other agents. To

suppress some notation we denote by Q(j) the probability that the project

will succeed if agent j shirks, while others play the equilibrium strategy for a

given payment scheme of the IIN mechanism and the monitoring decisions of

the principal. Notice that monotonicity of P (·) implies that P (N) > Q (j).

The lemma below characterizes the properties of the optimal payment scheme

as a function of the principal’s monitoring strategy regarding agent j in any

IIN mechanism.

Lemma 1 If the principal monitors agent j with precision πj, then the com-
pensation scheme of that agent in any incentive-inducing mechanism satisfies

ve,sj [πjP (N)− (1− πj)Q (j)] + ve,fj [πj (1− P (N))− (1− πj) (1−Q (j))] +
(1)

vne,sj [(1− πj)P (N)− πjQ (j)] + vne,fj [(1− πj) (1− P (N))− πj (1−Q (j))] ≥ ej.

Proof. If the principal monitors the agent with precision π, then the ex-
pected utility of the agent if he invests effort is

−ej+πjP (N) ve,sj +v
e,f
j πj (1− P (N))+vne,sj (1− πj)P (N)+vne,fj (1− πj) (1− P (N)) .

If, however, the agent shirks, then his utility is

ve,sj (1− πj)Q (j)+ve,fj (1− πj) (1−Q (j))+vne,sj πjQ (j)+v
ne,f
j πj (1−Q (j)) .

In any IIN mechanism, the agent should prefer to exert effort. That is,

−ej + πjP (N) v
e,s
j + ve,fj πj (1− P (N)) + vne,sj (1− πj)P (N) + vne,fj (1− πj) (1− P (N))

≥ ve,sj (1− πj)Q (j) + ve,fj (1− πj) (1−Q (j)) + vne,sj πjQ (j) + vne,fj πj (1−Q (j)) .

Rearranging gives us the required inequality.

Note that the expected payment of the principal to agent j in an IIN

mechanism if he monitors that agent with precision πj is given by

ve,sj πjP (N)+v
e,f
j πj (1− P (N))+vne,sj (1− πj)P (N)+vne,fj (1− πj) (1− P (N)) .

(2)
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The next lemma specifies the optimal payment scheme for a given level of

monitoring. More precisely, any agent gets a compensation if and only if the

project succeeded and the principal’s monitoring did not detect shirking. The

intuition is rather simple: paying in the case of the failure of the project and

observing shirking decrease incentives. While positive payments in the case

of only one negative signal (either the success of the project and shirking

by the agent, or the failure of the project and observing effort exertion)

may improve the incentives of the agents, these payments ignore some of

the available information. On the other hand reducing these payments while

adjusting the payments when both signals are positive (project completion

and monitoring by the principal) is always beneficial.

Lemma 2 For a given monitoring precision πj of agent j, in an IIN mech-
anism the compensation scheme of agent j that minimizes the expected pay-

ment of the principal to agent j is given by

(ve,sj , vne,sj , ve,fj , vne,fj ) =

(
ej

πjP (N)− (1− πj)Q (j)
, 0, 0, 0

)
.

Proof. See Appendix.
The expected payment of the principal, in an IIN mechanism if he moni-

tors the agent with precision πj is given by

πjP (N)ej
πjP (N)− (1− πj)Q (j)

.

Lemma 2 implies that each agent is exactly indifferent between investing

and shirking, given that all the predecessors of this agent exerted effort. In

particular, the assumed technological complementarity implies that in the

optimal IIN mechanism an agent will shirk after observing the shirking of at

least one of his predecessors independently of the monitoring strategy of the

principal.

The next lemma shows that in the case of complementarity in the opti-

mal IIN mechanism more precise peer monitoring reduces the probability of

completing the project if agent j shirks and does not invest effort, while all

the other agents stick to their equilibrium strategies. The reason is that in

the case of more precise peer monitoring, shirking by agent j will be detected
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by more successors of agent j. This generates further shirking by the later

agents. We denote by Qq (j) the probability that in the optimal compensa-

tion scheme the project will be successful if agent j shirks, while the peer

monitoring parameter is q. Notice that since in the optimal IIN mechanism

if the technology satisfies complementarity, an agent exerts effort only if he

does not observe any shirking by the previous agents, Qq (j) is independent

of the monitoring strategy of the principal.

Lemma 3 Under complementarity, in the optimal compensation scheme,
Qq (j) is strictly decreasing in q for any j < n.

Proof. See Appendix.
Proof of Proposition 1. Observe that if agent j is monitored with

precision πj ∈ [1/2, 1], then Lemma 2 implies that the expected payment to
this agent is

πjP (N)ej
πjP (N)− (1− πj)Q (j)

.

Therefore, the principal chooses πj to minimize his expected payment and

monitoring costs:

min
πj∈[1/2,1]

πjP (N)ej
πjP (N)− (1− πj)Q (j)

+ c(πj).

The first-order condition gives us that for πj < 1

π2j
P (N)

Q (j)
− 2πj (1− πj) + (1− πj)2

Q (j)

P (N)
=

ej
c′(πj)

.

Notice that

∂

∂Q

[
π2j
P

Q
+ (1− πj)2

Q

P

]
= −π2j

P

Q2
+ (1− πj)2

1

P
< 0,

where the last inequality follows since π > 1/2 and Q < P . To complete the

proof recall that the previous lemma implies that if q1 > q2 then Qq1 (j) <

Qq2 (j). Therefore, from the first-order condition and the convexity of c we

get that if q1 > q2 and π1j < 1 then π
1
j < π2j . If π

1
j = 1, then a similar proof

implies that π2j = 1.

Our next result refers to the case where all the agents are symmetric.
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Definition 1 All agents are symmetric if ej = e for any j, and for any two

sets of agents T, T ′ ⊆ N holds P (T ) = P (T ′) whenever |T | = |T ′|.

That is, in the symmetric case the efforts of all the agents cost the same

and the probability of success depends only on the number of agents that

exert effort, not on their identities.

Lemma 4 If all agents are symmetric, then for any q we have that j1 > j2

implies that Q (j1) > Q (j2).

Proof. Note that it is suffi cient to show that Q (j) > Q (j + 1) holds for

any q ∈ (0, 1) and j ∈ {1, ..., n− 1}. That is, we compare two cases. In
the first one, agent j is the first agent that shirks and all his successors that

observed his shirking do not exert effort. The second case refers to agent

j + 1. Since the probability of peer review is q, the only difference for any

realization of peer reviews of the n−j−2 agents that follow the shirking agent
is that in the first case one additional agent shirks with positive probability,

while in the second case, this agent shirks with probability 0. Therefore,

Q (j) > Q (j + 1).

Proposition 1 asserted that the principal will typically only partially mon-

itor the agents and this monitoring will be more extensive as the level of

transparency among peers declines. We are now interested in the identity of

the agents who will be more closely monitored by the principal. Proposition

2 asserts that if all agents are symmetric, then the last agents will be ex-

posed to higher levels of monitoring. In other words, the optimal allocation

of monitoring resources is such that agents who appear later in the order of

moves are monitored with greater precisions than those who appear earlier.

The principal gains more from the monitoring of late movers compared with

early movers because later movers are less exposed to the implicit incentives

generated by peer monitoring. An early mover affects the decisions of many

agents and by shirking he may trigger a domino effect that will potentially

induce all his followers to shirk as well, which will greatly diminish the ex-

pected return he will get from the principal. In contrast a late mover affects

the behavior of only a small number of agents and therefore has a greater

incentive to shirk unless monitored by the principal.
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Proposition 2 Assume that technology satisfies complementarity and all
agents are symmetric. If j1 > j2 and πj2 < 1, then πj1 > πj2.

Proof. Recall that if agent j gets monitored with precision π ∈ [1/2, 1], then
Lemma 2 implies that the expected payment to this agent is

πP (N)e

πP (N)− (1− π)Q (j) .

Therefore, the principal chooses π to minimize his disutility

min
π∈[1/2,1]

πP (N)e

πP (N)− (1− π)Q (j) + c(π).

The first-order condition for π < 1 gives us

π2
P (N)

Q (j)
− 2π (1− π) + (1− π)2 Q (j)

P (N)
=

e

c′(π)
.

Notice that

∂

∂Q

[
π2
P

Q
+ (1− π)2 Q

P

]
= −π2 P

Q2
+ (1− π)2 1

P
< 0

where the last inequality follows since π > 1/2 and Q < P .

From Lemma 4 follows that j1 > j2 implies that Q (j1) > Q (j2). There-

fore,

π2
P (N)

Q (j1)
− 2π (1− π) + (1− π)2 Q (j1)

P (N)
<

π2
P (N)

Q (j2)
− 2π (1− π) + (1− π)2 Q (j2)

P (N)
.

This inequality implies that c′ (πj1) > c′ (πj2) . The convexity of the monitor-

ing costs implies that πj1 > πj2 .

2.1 Technological substitution

In this subsection we characterize the optimal compensation scheme and

monitoring strategy if the technology satisfies substitution. In the case of

technological substitution, without monitoring, observing any predecessor

shirking, increases the incentives of the other agents. That is, shirking by
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any agent does not induce shirking by later agents and hence the effect on the

probability of the successful accomplishment of the project is rather insignif-

icant, since it does not generate a domino effect. Therefore, peer monitoring

is not an effective way to incentivize agents. Hence, in the optimal IIN mech-

anism, under the assumed substitution, it is suffi cient to generate incentives

when all the other agents exert effort. It will guarantee effort exertion in

all the other cases. Hence, independently of the observed history, in the IIN

mechanism the principal should provide incentives to agent j if all the other

agents exert effort.

The next corollary states formally that in the case of substitution, two

types of monitoring are unrelated.

Corollary 3 In the case of technological substitution, the optimal level of
monitoring is independent of q.

Proof. Note that Lemma 2 does not use any assumption of complementarity.
That is, this lemma holds in the case of both technological complementarity

and substitution. In the case of technological substitution, shirking by any

agent, if detected, increases the incentives of any later agents. Therefore,

shirking by agent j leads to the completion of the project with probability

P (N\j). Plugging Q(j) = P (N\j) into the expressions in the statement of
Lemma 2 leads to

(ve,sj , vne,sj , ve,fj , vne,fj ) =

(
ej

πjP (N)− (1− πj)P (N\j)
, 0, 0, 0

)
.

3 The Optimal Level of Monitoring and the

Technology

Our last results compares the precision of the monitoring for different types

of technologies. They yield the testable implication that technologies of sub-

stitution admit more intensive monitoring than ones of complementarity. In

the case of complementarity, the motivation of the agents is rather significant,

since in the optimal IIN mechanism shirking by any agent causes shirking by
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all the later agents that observed his or anyone else’s shirking. Therefore, a

relatively low level of monitoring and small payments are suffi cient to gen-

erate incentives. However, in the case of substitution, shirking by any agent

amplifies the incentives of the other agents. Therefore, peer monitoring is

not instrumental in providing incentives and substitution technology requires

closer monitoring by the principal.

Denote by P sub (k) (P com (k)) two symmetric technologies such that P sub

satisfies the substitution condition and P com satisfies complementarity. In

order to conduct a meaningful comparison of the monitoring levels, we nor-

malize the technologies to satisfy

P sub (n) = P com (n) .

Proposition 4 Assume that in both technologies all agents are symmetric.
Then in the optimal IIN mechanism for any j and any q, we have πsubj ≥
πcomj where the inequality is strict whenever j < n and πcomj < 1.

Proof. Recall that in the case of substitution the optimal monitoring is
independent of the precision of the peer review, while in the case of comple-

mentarity the precision of the principal’s monitoring (strictly) decreases with

the precision of the peer monitoring (for j < n). Therefore, it is suffi cient to

prove the proposition for q = 0. Recall that for q = 0 peer monitoring does

not exist. Therefore, the incentive provision is based solely on the principal’s

monitoring and the principal’s expected payment to agent j in the case of

complementarity is given by

πjP
com(n)e

πjP com(n)− (1− πj)P com(n− 1) .

Therefore, the first-order condition if πcomj < 1 is

e
(P com(n))2(

πcomj P com(n)−
(
1− πcomj

)
P com(n− 1)

)2 = c′
(
πcomj

)
.

Similarly, the first-order condition for the technology that satisfies substitu-

tion if πsubj is

e

(
P sub(n)

)2(
πsubj P sub(n)−

(
1− πsubj

)
P sub(n− 1)

)2 = c′
(
πsubj

)
.
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Since c′′ (·) > 0 and P sub (n) = P com (n), it is suffi cient to show that for any

πj ∈ [1/2, 1] πjP com(n)−(1− πj)P com(n−1) > πjP
sub(n)−(1− πj)P sub(n−

1), which holds, since P sub(n− 1) > P com(n− 1).

4 Discussion

Agents’incentives in organizations are influenced by the nature and the de-

gree of monitoring. In this paper we studied the interaction between the

formal monitoring carried out by the principal (management) and the infor-

mal monitoring that agents carry out sporadically vis-à-vis their peers. We

have shown that if the team’s production function satisfies complementarity,

then the agents’monitoring substitutes for the principal’s monitoring; i.e. as

transparency increases among peers, the (optimal) level of monitoring car-

ried out by the principal declines. This holds in spite of the fact that the

information the peers possess about each other never leaks to the principal.

If, on the other hand, the production technology satisfies substitution, then

the principal’s optimal level of monitoring is independent of the availability

of peer monitoring, and it is generically higher than the (optimal) level of

monitoring under complementarity.

Team environments based on a "weak link" type of technology, possess a

high degree of complementarity. In these teams the outcome of some task is

used as the input of some other task. Our testable implication is that in such

teams the formal monitoring of workers will be responsive to the degree of

internal information among peers. In contrast teams in which agents perform

identical tasks on different units of production (and are therefore substitutes

as production factors) will be monitored at a higher level and independently

of the level of transparency within the team.

We believe these results can serve as the basis for further investigation on

monitoring in teams using both empirical data and results from laboratory

experiments.
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5 Appendix

Proof of Lemma 2. First, we can claim that the incentive constraint in

the optimal IIN mechanism (1) holds with equality, as otherwise it is possible

to decrease at least one payment and still satisfy the constraint.

Next, we will show that in the optimal IIN mechanism vne,sj = ve,fj =

vne,fj = 0. First, we claim that in the optimal mechanism vne,fj = 0. Assume

for a moment that in the optimal mechanism vne,fj > 0. Setting vne,fj = 0 still

satisfies inequality (1) and decreases the expected payment (2). It contradicts

the assumed optimality of the original mechanism. Assume now that in the

optimal mechanism ve,fj > 0. Consider the following changes: decrease ve,fj
by ε and increase ve,sj by επj(1−P (N))−(1−πj)(1−Q(j))

πjP (N)−(1−πj)Q(j) . The effect of these changes

on the incentive constraint (1) is

−ε [πj (1− P (N))− (1− πj) (1−Q (j))] +

ε
πj (1− P (N))− (1− πj) (1−Q (j))

πjP (N)− (1− πj)Q (j)
[πjP (N)− (1− πj)Q (j)] = 0.

Therefore, these changes preserve the incentive constraint (1).

We will now show that these changes reduce the principal’s expected

payment. If πj (1− P (N)) − (1− πj) (1−Q (j)) ≤ 0, then the changes

decrease both payments and hence they decrease the principal’s expected

payment. Assume now that πj (1− P (N)) − (1− πj) (1−Q (j)) > 0. The

effect of the changes on the principal’s expected payment is

ε
πj (1− P (N))− (1− πj) (1−Q (j))

πjP (N)− (1− πj)Q (j)
πjP (N)− επj (1− P (N))

= ε [πj (1− P (N))− (1− πj) (1−Q (j))]×(
πjP (N)

πjP (N)− (1− πj)Q (j)
− πj (1− P (N))
πj (1− P (N))− (1− πj) (1−Q (j))

)
= ε [πj (1− P (N))− (1− πj) (1−Q (j))]

(
1

1− 1−πj
πj

Q(j)
P (N)

− 1

1− 1−πj
πj

1−Q(j)
1−P (N)

)
< 0

where the last inequality follows from the fact that P (N) > Q (j) and the

assumed inequality πj (1− P (N)) − (1− πj) (1−Q (j)) > 0. Therefore,

these changes preserve the agent’s incentives and decrease the principal’s
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expected payment. It contradicts the assumed optimality of the original

mechanism.5

Finally, we will show that in the optimal IIN mechanism vne,sj = 0. As-

sume for a moment that in the optimal mechanism vne,sj > 0. Consider the

following changes: decrease vne,sj by ε and increase ve,sj by ε (1−πj)P (N)−πjQ(j)
πjP (N)−(1−πj)Q(j) .

The effect of these changes on the incentive constraint (1) is

−ε [(1− πj)P (N)− πjQ (j)]+ε
(1− πj)P (N)− πjQ (j)
πjP (N)− (1− πj)Q (j)

[πjP (N)− (1− πj)Q (j)] = 0.

Therefore, these changes preserve the incentive constraint (1).

We will now show that these changes reduce the principal’s expected

payment. If (1− πj)P (N) − πjQ (j) < 0, then the changes decrease both

payments and hence these changes decrease the principal’s expected payment.

Therefore assume that (1− πj)P (N)−πjQ (j) > 0. The effect of the changes
on the principal’s expected utility is

ε
(1− πj)P (N)− πjQ (j)
πjP (N)− (1− πj)Q (j)

πjP (N)− ε (1− πj)P (N)

= ε [(1− πj)P (N)− πjQ (j)]×(
πjP (N)

πjP (N)− (1− πj)Q (j)
− (1− πj)P (N)
(1− πj)P (N)− πjQ (j)

)
= ε [(1− πj)P (N)− πjQ (j)]

(
1

1− 1−πj
πj

Q(j)
P (N)

− 1

1− πj
1−πj

Q(j)
P (N)

)
< 0

where the last inequality follows from πj > 1/2 and the assumed inequality

(1− πj)P (N) − πjQ (j) > 0. Therefore, these changes preserve the agent’s
incentives and reduce the principal’s expected payment. Again it contradicts

the optimality of the original mechanism

Plugging vne,sj = ve,fj = vne,fj = 0 into (1) allows us to conclude that if

the principal monitors agent j at level πj, then the optimal compensation

scheme is given by

(ve,sj , vne,sj , ve,fj , vne,fj ) =

(
ej

πjP (N)− (1− πj)Q (j)
, 0, 0, 0

)
.

5If πj (1− P (N)) − (1− πj) (1−Q (j)) = 0, then these changes do not affect the

principal’s expected payment and hence the described contract is optimal, but not unique.
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This completes the proof of the Lemma.

Proof of Lemma 3. Note that the optimal payment scheme makes any

agent indifferent between exerting effort and shirking given that the prede-

cessors of that agent exerted effort. Moreover, if this agent exerts effort, all

the later agents also exert effort and the project will succeed with probability

P (N), while if he doesn’t, the project will succeed with probability Qq (j).

Note that in the case of complementarity, any agent shirks if he observes

shirking by at least one agent among his predecessors. Therefore, in any IIN

mechanism

Qq (j) =
∑
s

P (Aj−1 ∪ S) Prq (S)

where Prq(S) is the probability that the set S of later agents (after j) does

not observe any shirking and hence in any IIN mechanism exerts effort if

agent j shirks and Aj−1 is the set of the first j−1 agents. Assume j < n and

denote by k the cardinality of set S, k = |S|, by S(1) the first agent in set
S, by S(2) the second agent in set S, ..., and by S(k) the last agent in set

S. Since every agent after agent j exerts effort if and only if this agent does

not observe any shirking, the probability that set S of agents exerts effort is

Prq (S) =

S(1)−1∏
m=j+1

[
1− (1− q)m−j

]
(1− q)S(1)−j ×

×
S(2)−1∏

m=S(1)+1

[
1− (1− q)m−j−1

]
(1− q)S(2)−S(1)−1+S(1)−j ×

×
S(3)−1∏

m=S(2)+1

[
1− (1− q)m−j−2

]
(1− q)S(3)−S(2)−1+S(2)−S(1)−1+S(1)−j × · · · ×

×
N∏

m=S(k)+1

[
1− (1− q)m−j−k

]

=
N−k∏
m=j+1

[
1− (1− q)m−j

]
(1− q)k(S(1)−j)+(k−1)(S(2)−S(1)−1)+···+(S(k)−S(k−1)−1)

=

N−k∏
m=j+1

[
1− (1− q)m−j

]
(1− q)

∑k
i=1 S(i)−kj−

k(k−1)
2 .
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Therefore, the derivative of Prq (S) with respect to q is

∂ Prq (S)

∂q
= −

(
k∑
i=1

S(i)− kj − k(k − 1)
2

)
N−k∏
m=j+1

[
1− (1− q)m−j

]
(1− q)

∑k
i=1 S(i)−kj−

k(k−1)
2
−1

+
N−k∑
m=j+1

(m− j) (1− q)m−j−1
N−k∏
i=j+1
i 6=m

[
1− (1− q)i−j

]
(1− q)

∑k
i=1 S(i)−kj−

k(k−1)
2

=

N−k∏
m=j+1

[
1− (1− q)m−j

]
(1− q)

∑k
i=1 S(i)−kj−

k(k−1)
2 ×

×
[

N−k∑
m=j+1

(m− j) (1− q)m−j−1

1− (1− q)m−j−1
−
∑k

i=1 S(i)− kj −
k(k−1)
2

1− q

]

=
N−k∏
m=j+1

[
1− (1− q)m−j

]
(1− q)

∑k
i=1 S(i)−kj−

k(k−1)
2
−1 ×

×
[

N−k∑
m=j+1

(m− j) (1− q)m−j

1− (1− q)m−j−1
−
(

k∑
i=1

S(i)− kj − k(k − 1)
2

)]
.

We will now show that if for some S we have ∂ Prq(S)

∂q
< 0, then for any S ′ ⊃ S

we also have ∂ Prq(S′)
∂q

< 0. The previous expression implies that if ∂ Prq(S)
∂q

< 0,

then
N−k∑
m=j+1

(m− j) (1− q)m−j

1− (1− q)m−j−1
−
(

k∑
i=1

S(i)− kj − k(k − 1)
2

)
< 0.

Consider now set S ′ ⊃ S. Moreover, assume without loss of generality that

|S ′| = k + 1. Note that

k∑
i=1

S(i)− kj − k(k − 1)
2

−
(
k+1∑
i=1

S ′(i)− (k + 1) j − k(k + 1)

2

)
= −S ′(k + 1) + j + k < 0.

Since
N−k∑
m=j+1

(m− j) (1− q)m−j

1− (1− q)m−j−1
−

N−k−1∑
m=j+1

(m− j) (1− q)m−j

1− (1− q)m−j−1

= (N − k − j) (1− q)N−k−j

1− (1− q)N−k−j−1
> 0.
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Therefore, if for some S we have ∂ Prq(S)

∂q
< 0, then for any S ′ ⊃ S we also

have ∂ Prq(S′)
∂q

< 0. Since
∑

S Prq1 (S) =
∑

S Prq2 (S) = 1 there exists a set S

such that for any S ′ ⊃ S we also have ∂ Prq(S′)
∂q

< 0. Assume that q1 > q2.

Since P (·) is a monotone function, we get that

Qq1 (j) =
∑
s

P (Aj−1 ∪ S) Prq1 (S) <
∑
s

P (Aj−1 ∪ S) Prq2 (S) = Qq2 (j) .
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