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Abstract. We describe a new tool for mining association rules, which is of special value in text mining. The new

tool, called maximal associations, is geared toward discovering associations that are frequently lost when using

regular association rules. Intuitively, a maximal association rule X
max
�� Y says that whenever � is the only item

of its type in a transaction, than � also appears, with some confidence. Maximal associations allow the discovery

of associations pertaining to items that most often do not appear alone, but rather together with closely related

items, and hence associations relevant only to these items tend to obtain low confidence. We provide a formal

description of maximal association rules and efficient algorithms for discovering all such associations. We present

the results of applying maximal association rules to two text corpora.
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1. Introduction

Motivation. Knowledge Discovery is Databases (KDD) has been defined as: “the non-

trivial process of identifying valid, novel, potentially useful, and ultimately understandable

patterns in data” [8]. Accordingly, a key tool in KDD is the association rule, aimed at dis-

covering and representing hidden associations in the data. Association rules have been re-

searched and applied extensively, in diverse domains and applications [17, 3, 21, 23, 4, 19, 7].

However, while association rules provide means to discover many interesting associations,

they fail to discover other, no less interesting, associations, also hidden in the text . In

this paper, we consider a new type of association rule, which we call maximal association

rule, which allows to discover interesting associations otherwise not captured by regular

association rules.

Example. As an example, consider a (hypothetical) database of police records listing

sightings of suspects, including: the names of suspects sighted in each case, the location

where the sighting took place, and, if relevant, a list of articles sighted on the scene. Suppose

that in 90% of the sighting of suspects� and� they are sighted together with other suspects

in the Plaza Hotel. Suppose further that in 5% of the sighting of suspects � and � they
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are sighted alone in the White Horse pub and suspect � is carrying a bag with white

powder. If we were to search for regular associations with at least 50% confidence, we

would get the rule “� and � � Plaza Hotel”. However, we would miss the crucial

association between �, �, the White Horse pub and the white powder, since the rule

“��� � White Horse pub, white powder”, does not have sufficient confidence. In essence,

in order to obtain the “���� White Horse pub, white powder” rule, we need to capture the

notion that whenever� and� appear alone then the White Horse pub and white powder also

appear, with high confidence. Regular association rules fail to capture such associations.

Maximal Association rules, introduced in this paper, are designed to capture these cases.

Maximal Association Rules and Text Mining. One application where maximal associa-

tion rules are most useful is in text mining. Text mining is concerned with applying data

mining techniques to text. Association rules have been applied to text in the following way.

Each document or sentence of the text is associated with with a relevant set of terms. These

terms are either categories associated with the text [13], or words and phases from the text,

obtained either by taking all the words or phrases of the text (see [22]), or the outcome

of some type of linguistic and/or statistical analysis (see [22, 12]). The sets of terms thus

obtained define the underlying transaction database (one transaction for each document or

sentence). Association rules are then obtained from this database.

In text documents, closely related items frequently appear together. For example, “Linux”

may appear most often together with “Windows”, and Condoleezza Rice together with

George Bush. The result is that associations specifically relevant to one the item, but not

the other, tend to have low confidence. For example, an association between “Linux” and

“open source” would have low confidence, because of the many transactions were “Linux”

appears together with “Windows” (and without “open source”); or an association between

Condoleezza Rice and Stanford University, would be lost because of the large number

of transactions where Ms. Rice appears together with George Bush (without Stanford).

Maximal associations provide means to overcome this problem. Maximal Associations are

designed to pinpoint associations relevant to one item but not the other, i.e. associations

pertaining to “Linux” or Ms. Rice alone. In Section 4 we provide results of applying

maximal association rules to two sample text corpora.

Outline. The rest of this paper is organized as follows. In the remainder of this section we

consider related work. In Section 2 we provide the formal definition of maximal association

rules. In Section 3 an efficient algorithm for finding all maximal association rules. In Section

4 we present the results of applying maximal association rules to two text corpora.



3

1.1. Related Work

Association rules were introduced by Agrawal et al. [1], and have been extensively re-

searched ever since. Most of research is focused on developing fast and efficient algorithms

for mining of the associations; the reader is referred to [16] for a comprehensive survey.

Variants of the basic definition of association rules have also been considered in several

papers. We briefly review some of these works. Srikant and Agrawal [24] introduce the

notion of mining generalized association rules, and provide efficient algorithms for mining

such associations. A generalized association rule is a rule that, given a taxonomy (a is-a

hierarchy) over the items, provides associations between elements from any level of the

taxonomy (e.g. “customer buys outerwear � customer buys hiking boots” rather than

“customer buys down jacket � customer buys hiking boots”). Multiple-level association

rules are also discussed by Han and Fu [14]. Cai et al. [6] and Tao et al. [25] consider the

problem of mining associations rules were items may have different weights (i.e different

levels of importance), and provide efficient algorithms for discovering such rules.

Wei et al. [27] consider a different notion of weight, where the weight of an item in a

transaction determines the “strength” of the item in the transaction (e.g. number of beer bottle

purchased in the transaction). Liu et al. [18] consider the problem of mining association rules

with multiple support thresholds. Tung et al. [26] consider associations that span across

multiple transactions, rather than in the same transaction (e.g. “if the movie has many

viewers in NY than it has few viewers in Paris”). Brin et al. [5] consider the generalization

of association rules to general correlations. Mannila et al. [20] consider the problem of

discovering frequent episodes, where an episode is a collection of events occurring within

a given time window.

Mining for association rules in text was first considered in [10] and [13] (see also [11]).

Rajman and Besancon [22] consider different methods for associating terms with the text,

and the introduction of natural langauge processing techniques to association rule mining

in text. Feldman et al. [12] show how to associate terms with the text based on extracting

key terms and phrases from the text. Ahonen et al. [2] describe a general framework for text

mining of frequent episodes from the text. Wong et al. [28] describe a system for visualizing

association rules for textual data. A general overview on text mining can be found in [15].

An early version of this paper appeared in [9].

2. Definitions

Let � � ���� � ��� be a set of literals, called items. A transaction, �, over � is a subset

� � �. A database, �, over � is a multiset of transactions over �. A grouping, �, of � is

a division of � into disjoint sets, � � �	�� 
 
 
 � 	��. We call the elements of � categories.



4

For an item �, we denote by 	��� the category that contains �. Similarly, if � is a set of

items all of which are from a single category, then we denote this category by 	���.

We first review the definition of regular association rules, as defined in [1]. For a trans-

action, �, and a set of items � , we say that � supports � if � � �. The support of �

in a database �, denoted by �����, is the number of transactions � � � that support � .

Support can also be measured on a percentage basis. The percentage support of � in � is

the percentage of transactions � � � that support � .

An association rule is a rule of the form � � 
 , where � and 
 are disjoint sets

of items from �. The support of the association � � 
 , denoted by ���� � 
 �, is

the support of � � 
 , and the confidence of the association, denoted by ���� � 
 �, is

���� � 
 �������.

In a maximal association rule X
max
�� Y we are interested in capturing the notion that

whenever � appears alone then 
 also appears, with some confidence. For this, we must

first define the notion of alone. We do so with respect to the categories of �, as follows.

For a transaction �, a category 	� and an itemset � � 	�, we say that � is alone in � if

� � 	� � � . That is, � is alone in � if � is the largest subset of 	� which is in �. In this

case we also say that � is maximal in �, and that � M-supports � . For a database �, the

M-support of� in�, denoted �max
�

��� is the number of transactions � � � that M-support

� .

A maximal association rule, or M-association, is a rule of the form X
max
�� Y where �

and 
 are subsets of distinct categories, 	��� and 	�
 �, respectively. The M-support of

the maximal association X
max
�� Y, denoted by �max

�
�X

max
�� Y�, is defined as:

�max
�

�X
max
�� Y� � ��� � � M-supports � and � supports 
 ��

That is, �max
�

�X
max
�� Y� is the number of transactions in � that M-support � and also

support 
 in the regular sense. The intuitive meaning of the rule X
max
�� Y is that whenever

a transaction M-supports� , then 
 also appears in the transaction, with some probability.

However, in measuring this probability we are only interested in those transactions where

some element of 	�
 � (the category of 
 ) appears in the transaction. Accordingly, we

define confidence as follows. Let ���� 	�
 �� be the subset of the database � consisting

of all the transactions that M-support X and contain at least one element of 	�
 �. The

M-confidence of the rule X
max
�� Y, denoted by �max

�
�X

max
�� Y�, is defined as:

�max
�

�X
max
�� Y� �

�max
�

�X
max
�� Y�

����� 	�
 ���

We search for associations where the M-support is above some user-defined minimum

M-support, denoted by ��, and the M-confidence is above some user-defined minimum con-

fidence, denoted by ��. A set � with M-support at least �� is said to be M-frequent.
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Any maximal association rule is also a regular association, with perhaps different support

and confidence. We define the M-factor of the rule X
max
�� Y to be the ratio between the

M-confidence of the maximal association X
max
�� Y and the confidence of the corresponding

regular association � � 
 . Specifically, let � � be the sub-set of transaction that contain

at least one item of 	�
 �. Then, M-factor of the association X
max
�� Y is defined as

M-factor�X
max
�� Y� �

�max
�

�X
max
�� Y�

����� � 
 �

Note that in defining the M-factor the denominator is the confidence on the rule � � 


with respect to ��. The reason is that since the M-confidence is defined with respect to � �,

the comparison to regular associations must also be with respect to this set. In general, we

seek M-associations with a higher M-factor, which are the more interesting rules.

Example. Consider the following database � consisting of the 10 transactions:

ID Transaction

1 A,B,x,y,1

2 A,B,D,u,z,1,2,3

3 A,B,C,z,1

4 A,B,x,y,z,2,3,4

5 C,z,2,3

6 A,B,u,1,3

7 C,D,z,1,2

8 A,B,u,x,y,4

9 A,D,z,2,4

10 A,B,x,y,z,1

We group the elements into three categories:

	 “Capitals”=� A,B,C,D �,

	 “Lowercase”=� u,x,y,z �,

	 “Digits” = � 1,2,3,4 �.

With �� � � and �� � ��	, we have the following maximal associations:

1. A,B
max
�� x (M-support=4, M-confidence=80%).



6

2. 1
max
�� A,B (M-support=3, M-confidence=100%).

3. z
max
�� C (M-support=3, M-confidence=75%).

Note that as regular associations the above rules (1-3) have confidence: 57%, 83%, and

38%, respectively. Thus, with a 50% confidence thresholds, only the second rule would be

obtained as a regular association rule.

3. Computing Maximal Association Rules

Computing maximal association rules is, in general, much faster than computing regular

associations (provided that the number of categories is not too big). The reason is that for

each category, any transaction M-supports at most one item-set. Thus:

1. All M-frequent sets can be generated in small number of passes of over the database

(see below).

2. For each category, the M-frequent sets partition the database into small sub-databases.

Any M-association rule is fully supported by transactions from only one of these sub-

databases. Thus, each sub-database can be considered separately (once the M-frequent

sets have been generated).

A detailed pseudo-code description of the algorithm for discovering all M-association is

provided in Figure 1. All integer variables are assumed to be initialized to zero, and all

sets to the empty set. The algorithm starts by generating all M-frequent sets, using the

M-Frequent-Sets() procedure (line 1). For each M-frequent set � and category 	,

M-Frequent-Sets() also generates the sub-databases ���� 	�. Recall that the sub-

database���� 	� consists of the projection on category 	 of the transactions M-supporting

� (i.e. for each transaction � M-supporting � , ���� 	� includes the portion of � that is in

	). The M-frequent sets constitute the antecedent (left-hand-side) of the rules.

Next, the algorithm computes the consequence of the rules (the right-hand-side). Consider

an M-frequent set � , and suppose X
max
�� Y is an M-association , where 
 � 	. Let � � be

the sub-database ���� 	�. Clearly, only the transactions within � � can possibly support

X
max
�� Y. Moreover, suppose that the support of 
 within � � is ����
 �. Then the M-

support of X
max
�� Y is ����
 �, and the M-confidence of the rule is ����
 ������. Thus, in

order to find all M-associations with minimum M-support �� and minimum M-confidence

��, we need only search within � � for all sets 
 with support 
������ �� 
 ����� (lines 5-6).

Generating all such frequent sets in � � can be performed using any known algorithm for

computing frequent sets.

The procedure M-Frequent-Sets() finds all M-frequent sets using two passes over

the database. The first pass is aimed at reducing the number of candidate M-frequent sets,
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Maximal Associations����� ��� ���

� - Database,

� - grouping of literals to categories,

��- minimum M-support threshold,

��- minimum M-confidence threshold.

1 � � M-Frequent-Sets(��)

2 foreach � �� do

3 foreach � � � do

4 �� � ���� ��

5 ��� ������� �� � �����

6 	 � Frequent-Sets(��� Æ)

7 foreach 
 � 	 do

8 Output X
max
�� Y

9 Output M-support � ����
 ��M-confidence �
����
 �

�����

10 end foreach

11 end foreach

12 end foreach

M-Frequent-Sets(��) (find all sets with M-support at least ��)

1 Large � �

2 foreach � � � do

3 foreach � � � do

4 � � � � �

5 if � �� � then

6 Hash(�) 		

7 end foreach

8 end foreach

9 foreach � � � do

10 foreach � � � do

11 � � � � �

12 if � �� � and Hash(�) 	 �� then

13 �max��� 	 	

14 if �max��� 	 �� then

15 Large � Large 
 ���

16 foreach �� � � if �� � � �� � then

17 ���� ���� ���� ��� 
 �� � ���

18 end foreach

19 end foreach

20 Return Large

Frequent-Sets(��� ��)

(finds and computes support for all item sets with support 	 �� in ��)


 Use any algorithm for discovering frequent sets.

Figure 1. Algorithm for Discovering Maximal Associations.
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while the second pass generates the sets, and the corresponding sub-databases���� 	�. The

first pass employs a hash table that hashes item-sets � into an array of integers, initialized

to 0. The hash table is of size to fit in memory, and thus several distinct item-sets � may

need to map to the same location. In the first pass (lines 2-8) the database is scanned in

sequence, and for each transaction � we consider all item-sets � M-supported by � (there is

one such item set for each category). For each such � we increment the value of Hash(�)

by one. Clearly, by the end of the this pass, only those item sets � for which Hash(�) � ��

can possibly be M-frequent. Provided that the number of M-frequent sets in not too large

(if this is not the case then �� was set too low), the number of candidate M-frequent sets

dramatically reduces after the first pass. In the second pass (lines 9-19), the database is

again scanned in sequence. For each transaction � and item-set � , M-supported by �, if

Hash(�) � �� then� is ignored, as it is clearly not M-frequent. Otherwise, it is a candidate

M-frequent set, and its �max��� count is incremented by one. In addition, the appropriate

portions of � are added to the sub-databases���� 	 ��. By the end of the second pass, those

item sets with �max��� � �� are the M-frequent sets. We note that if the database is small

enough, the first pass can be omitted.

4. Experimental Results

We applied the maximal association rules tool to two text corpora.

4.1. The Process

Each text dataset was comprised of a large set of documents, which were further split into

sentences. Each sentence was processed using an Information Extraction (IE) engine (Clear-

Forest’s ClearTags server), extracting the key items mentioned in the sentence. Thus, each

sentence was converted into a transaction comprising of the set of key items mentioned in

the sentence. These transactions formed the underlying database for which M-associations

were calculated.

4.2. The DJ Dataset

The first data set, which we denote by DJ, consisted of 10,000 Dow Jones financial news

briefs, all from September 23-24, 2001. The news briefs are in plain, natural language

English text. Each article contains an average of 13 sentences and 436 words. The In-

formation Extraction engine was configured to identify items of the following categories:

companies and organization, people, and products. After conversion into a transaction

database, there were a total of 132,227 transactions, of which 99,674 were non-empty (i.e.
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the corresponding sentences contained at least one extracted term). The average number of

item per non-empty transaction was 1.45. However, the text also included some sentences

with a very large number of terms. There were 89 sentences containing 15 terms or more.

Each individual term appeared on average in 11.6 sentences. Due to the low number of ap-

pearances of terms, and the low average number of terms per sentence, we used a relatively

low minimum M-support threshold of �� � �.

The total number of maximal association rules with M-confidence at least 50% was 1,386.

If we limit ourselves to maximal rules with at least a 1.2 M-factor, the number of rules was

65.

The M-association with highest M-confidence and M-factor was:

Federal Reserve
max
�� Alan Greenspan (M-confidence=100%, M-factor=4.2)

As a regular association, this rule has a mere confidence 23%, and would thus be under the

50% cut-off point. A sample of other M-associations discovered in the dataset is provided

in Table 1.

A close examination of the sixty five M-associations with M-factor 1.2 or more shows that

essentially all of the association represent true associations in the real world. For example,

thirty eight of these M-associations are of the type where one side of the rule is a company

or an organization and the other side is a person. Of these, in 84% of the cases the person

is an employee of the company. There is an interesting difference, however, between rules

of the type “Company
max
�� Person” and those of the type “Person

max
�� Company”. In rules

of the type “Company
max
�� Person” in 70% of the cases the person is an executive of the

company (e.g., CEO, Chairman, CFO). In rules of the type “Person
max
�� Company” only in

40% of the cases the person is an executive. This is consistent with the intuitive meaning of

association rules: a company is chiefly associated with its executives, while any employee

can be associated with the company. In rules of the type “Company
max
�� Product” in 86%

of the cases the product is a product of the company.

4.3. The TR Dataset

The second dataset, which we denote by TR, consisted of 1,970 news briefs on issues

relating to terror and defence, from the period of one year starting September, 11, 2001.

The news briefs are in plain, natural language English text. Each article contains an average

of 120.5 sentences and 992 words. The Information Extraction engine was configured to

identify items of the following categories: countries, companies and organization, people,

and facilities. After conversion into a transaction database, there were a total of 237,399

transactions, of which 167,116 were non-empty (i.e. the corresponding sentences contained
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Table 1. M-associations from the DJ dataset

M-confidence
Regular

confidence

Kim Beazley
max
�� Labor Party 100% 51%

(Mr. Beazley was the leader of the Australian Labor party at the time)

Pharmacia Corp
max
�� Ambien 85% 44%

(Ambien is Pharmacia’s #2 selling drug)

Monsanto Corp.
max
�� Fred Hassan 86% 50%

(Mr. Hassan is the CEO of the parent company of Monsanto)

Amazon.com
max
�� Warren Jenson 55% 37%

(Mr. Jenson is the CFO of Amazon)

Qantas Airlines
max
�� Australian Council of Trade Unions 54% 34%

(Qantas had a big dispute with trade unions in October 2001)

Isuzu, GM
max
�� Richard Wagoner 86% 64%

(Mr. Wagoner is the CEO of GM, who have a partnership with Isuzu)

BASF AG
max
�� Jurgen Strube 75% 50%

(Mr. Strube is Chairman of BASF)

Del Webb Corp. , Pulte Homes
max
�� Mark O’Brien 100% 75%

(Mr. O’Brien is the President of Pulte which acquired Del Webb Corp.)

Windows
max
�� Microsoft 83% 54%
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Table 2. M-associations from the TR dataset

M-confidence
Regular

confidence

Abu Bakar Baashir
max
�� Bali bombing 100% 53%

(Abu Bakar is the #1 suspect for the 2002 Bali bombing)

Al Qaeda
max
�� Al Farooq Training Camp 61% 29%

(al Farooq was Al Qaeda main training camp)

United States , Malaysia
max
�� Yazid Sufaat 55% 32%

(Yazid is an ex Malaysian army captain wanted by the US in connection

to the world trade center terror attack)

Hamas , Hizballah
max
�� Iran 50% 30%

(Hamas and Hizballah are anti-Israeli terrorist organizations supported by

Iran)

Afghanistan , Egypt
max
�� Mohammed Atef 50% 25%

(Atef, born in Egypt, is Al Qeada’s second in command)

Riduan Isamuddin
max
�� Indonesia, Malaysia 50% 33%

(Isamuddin, born in Indonesia and then exiled to Malaysia, is the head of

a south east Asia Islamic terror organization suspected for the 2002 Bali

bombing)

Al Qaeda , Abu Sayyaf
max
�� Philippine 78% 47%

(Abu Sayyaf is a terrorist group, linked to Al Qaeda, operating in the

Philippines)

at least one extracted term). The average number of terms per transaction was 1.32. Again,

we set the minimum M-support threshold to �� � �, and minimal M-confidence to �� � �
	.

The total number of M-association was 1,109. If we limit ourselves to rules with at

least a 1.2 M-factor, the number of M-associations is 128. A sample of some of these

M-associations is provided in Table 2. Note that with a minimum confidence of 50%, all

but the first of these rules would not have been obtained as a regular association rule.

4.4. Quantitative Analysis

Figure 2 shows the number of M-associations in the collections as a function of the minimum

M-confidence, and for various M-factor values. As expected, the number of rules decreases

for with the M-confidence threshold and the M-factor.

We also compared the number of M-associations to the number of regular associations,

for various confidence thresholds. Since M-associations are always from one category

to another, in the comparison we only considered regular associations where all elements
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Figure 2. Number of M-Associations for the DJ and TR datasets. Minimum M-support is 5.

of the left-hand-side are from one category, and all elements of the right-hand-side are

from another category. Clearly, this can only reduce the number of regular associations.

Figure 3 depicts the ratio between the number of M-associations to the number of regular

associations. In general, the TR collection has more M-associations than DJ (see Figure

2) and relatively less regular associations. Interestingly, for high confidence levels in TR

there are more M-associations than regular associations. If we also consider the M-factor,

the number of M-associations reduces dramatically. In the DJ collection, the number of M-

associations with M-factor at least 1.2 is only 1%-3% of the number of regular associations.

In the TR collection the percentage is between 7% and 17%.
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Figure 3. The ratio between the number of M-Associations to the number of regular associations, for a given

confidence threshold. Minimum support (and M-support) is 5.
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Figure 4. Percentage of M-Associations that would have been rejected as regular associations, for various minimum

confidence thresholds and M-factors. Minimum support (and M-support) is 5.

Maximal associations are designed to capture associations not otherwise captured by reg-

ular associations, or to increase the confidence of rules. Figure 4 provides the percentage

of M-associations that would have been rejected as regular associations, for a given confi-

dence threshold. As can be seen, the percentage of M-associations that would not have been

obtained as regular associations increases with the confidence threshold , and approaches

100% at a confidence threshold of 90%. This confirms our motivation that M-association

capture associations that would otherwise be lost. The examples of the previous sections

show that these associations include meaningful and important associations.
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